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Preface

v

There is now a range of cytotoxic drugs that have considerable clinical
usefulness in producing responses in tumors and even, in a small proportion
of cases, cure. However, the acquisition of drug resistance is a major clinical
problem and is perhaps the main limiting factor in successful treatment of
cancer. Thus, a tumor initially sensitive to chemotherapy will, in the majority
of cases, eventually recur as a resistant tumor, which will then progress. Much
of our understanding of drug resistance mechanisms comes from the study of
tumor cell lines grown in tissue culture. We now understand many of the mo-
lecular mechanisms that can lead to a cell acquiring resistance to antican-
cer drugs; however, we still do not know which mechanism(s) are those most
relevant to the problem of clinical drug resistance. Indeed, given that many of
the cytotoxic anticancer drugs were discovered by random screening, it is un-
clear what features give a clinically useful anticancer drug a sufficient thera-
peutic index to be of value.

The aim of Cytotoxic Drug Resistance Mechanisms is to provide proto-
cols that are appropriate for examining the mechanisms of cellular resistance
to anticancer cytotoxics in human tumor samples. Tumor cell lines have been
enormously useful as experimental models of drug resistance mechanisms,
however they have limitations and we need to address the relevance of such
mechanisms in patients’ tumors. Examining drug resistance in tumors is much
more problematic than in cell lines. Not least, because it is difficult to define
the cellular sensitivity or resistance of a tumor sample. A number of assays of
in vitro sensitivity have been developed to address this question. Since the
realization that many anticancer cytotoxics kill cells by an apoptotic process,
these cell sensitivity assays have come to include in vitro and in vivo mea-
sures of apoptosis.

To an outside observer, drug resistance is often taken as being synony-
mous with the Multi-Drug Resistance Phenotype, conferred by MDR1/P-gly-
coprotein and related genes. This has been an intensively studied mechanism
of resistance and is of clear clinical relevance. A large number of studies in
this field have now led to a consensus on how MDR1/Pgp should be measured
in tumor samples; this consensus should be a role model for future studies on
other resistance mechanisms. Though P-glycoprotein-mediated drug efflux is
important, it is clearly not the only mechanism of relevance to clinical drug
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resistance. A number of studies would suggest that MDR1/Pgp is not the rea-
son for the acquired drug resistance of many solid tumors.

There is a large body of circumstantial evidence for most of the cytotoxics
described in Cytotoxic Drug Resistance Mechanisms, all of which supports
DNA as the crucial target. Delivering sufficient drug to the chemotherapeutic
target is obviously important. Although the methods presented here do not
deal with pharmacological resistance, means of measuring the amount of DNA
damage induced by various cytotoxics are described. Undoubtedly the most
exciting emerging area in drug resistance during the last five years has been
the role of drug-induced apoptosis. A number of genes have now been impli-
cated in modulating the ability of a cell to undergo drug-induced apoptosis,
including DNA repair proteins, p53-dependent pathways, and the bcl2 gene
family. Such mechanisms modulate resistance in a manner that will be en-
tirely independent of the amount of drug delivered. The relevance of these
apoptosis-modulating mechanisms to clinical resistance will be an important
research area over the next years.

Drug resistance can be clinically defined as a tumor's lack of response to
therapy. It is possible that there are yet unknown mechanisms of clinical resis-
tance still to be identified in experimental models. Therefore examining ge-
netic alterations in clinical samples without prior assumption may prove
invaluable. Molecular cytogenetics may prove to be one such approach that
will provide important information.

For each of the methods described in Cytotoxic Drug Resistance Mecha-
nisms, the most important ingredient is the effective admixture of clinical and
laboratory scientists that allows correlations between molecular and biochemi-
cal data and the clinical responses of patients to be identified. With that in
mind, I would like to thank all the surgeons, pathologists, biologists, medical
oncologists, and other colleagues who have contributed their correct ingredi-
ents to the elucidation of drug resistance phenomena.

Robert Brown and Uta Böger-Brown
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Drug Resistance

The Clinical Perspective

D. Alan Anthoney and Stanley B. Kaye

1. Introduction
There are very few tumor types in which the use of chemotherapy can bring

about prolonged survival, and possibly cure, for individual patients. The most
common reason for this is the development of drug resistance within tumor
cells. The laboratory study of resistance to anticancer drugs has resulted in the
discovery of numerous mechanisms present within tumor cells that act to
reduce their cytotoxic effects. However, the failure to translate this basic labo-
ratory research into improved clinical outcome for patients remains one of the
most pressing problems in contemporary cancer research.

Clinical drug resistance encompasses two broad categories of treatment fail-
ure. Innate drug resistance is observed when a patient’s disease fails to respond
to therapy initially. Acquired resistance arises with the development of tumor
recurrence at some time after completion of initial treatment. The recurrent
disease often displays resistance to anticancer agents to which it has had no
prior exposure. Although cellular mechanisms of drug resistance play a sig-
nificant part in the failure of cancer chemotherapy, other important factors
influence the likelihood that a certain form of treatment will be effective. Prob-
lems in applying the results of in vitro studies on drug resistance to a clinical
setting arise out of the complexities involved in analyzing patients as opposed
to tumor cells in culture.

This chapter attempts to define some of the significant problems that influ-
ence the study of drug resistance in the clinical setting. It then presents an
overview of current clinical studies on the detection and circumvention of drug
resistance.
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2. Problems in the Clinical Analysis of Drug Resistance
The vast majority of laboratory studies on drug resistance have made use of

in vitro tumor cell lines in monolayer culture. Such cell lines are most often
clonally derived, reducing the risk that differences in sensitivity to specific
cytotoxic agents arise through variability between cells of the same line. The
ability to control the in vitro environment enables all cells to be exposed to
identical conditions, e.g., a specific concentration of cytotoxic agent. The use
of clonogenic and nonclonogenic methods of determining drug sensitivity and
resistance allows multiple repetitions of each assay. This improves the statisti-
cal significance of the values obtained. Analysis of cell lines with different
sensitivities to specific cytotoxic agents has uncovered biochemical and
molecular differences that may underlie the development of resistance.

In the clinical setting, a different situation pertains. The analytical unit
of clinical studies is the patient, a complex multicellular organism. Many
features of an individual patient and their environment can influence the
effectiveness of a particular form of drug treatment. Control of the envi-
ronment in which patients are studied is extremely difficult. Thus interpre-
tation of drug resistance in the clinical setting requires consideration of
many confounding factors that may have little to do with direct biochemi-
cal or molecular features of the tumor cell.

One problem with clinical studies of drug resistance is that several different
endpoints are used to determine the response of a tumor to a particular treat-
ment. During the administration of a course of treatment, response is measured
by use of serial X-rays, computerized tomography (CT) scans, assessments of
serum tumor markers, etc. Thus, one can make an approximate determination
as to whether there is disease progression, stable disease, or a complete or
partial response. However, the clinical (radiological) limit of detection is a
tumor of about 1 cm, which represents 108–109 tumor cells (1). Therefore,
although there may be a good clinical response to treatment, a significant, but
undetectable, number of tumor cells may remain that may represent resistant
disease.

Clinical measurements, therefore, can be used to determine initial respon-
siveness or resistance to treatment in an individual patient, but can only pro-
vide a crude indication of the development of resistance over a period of time.
Clinical studies on new cytotoxic drugs, or combinations of drugs, use differ-
ent end-points to assess response. The most obvious determinant of successful
treatment is patient survival. However, problems arise in that the length of
survival may depend on many variables not directly related to the treatment
regimen under study. For example, patients who relapse after a specific course
of treatment will most likely receive other forms of therapy, with greater or



Drug Resistance 3

lesser effect in each individual’s case. Often, this is not taken into account in
the analysis of the overall survival of patients and may result in an underesti-
mation of the resistance to the regimen. Is measurement of the time to clinical
relapse, the disease-free survival, a better determinant of resistance to a par-
ticular form of treatment, within a given population, than overall survival?
Confounding factors can arise prior to or during treatment that may influence
the time to disease relapse. These may not be directly related to the inherent
sensitivity of the tumor cells to a specific form of chemotherapy. Thus, differ-
ences in the surgical debulking of tumor, and whether done by a general or
specialist surgeon, can have a significant effect on the time to disease relapse
between patients (2). Variations in the actual dose intensity of chemotherapy
received, as opposed to the planned dose intensity, can also significantly influ-
ence the time to disease relapse between patients. Often such data are not
included in the analysis of the response of a particular tumor type to a particu-
lar regimen of chemotherapy.

There are many other factors that influence the likely response of an indi-
vidual patient to a particular treatment. These include components of previous
health, genetic determinants of drug metabolism, prior exposure to other treat-
ment modalities, and so on. Although important in the individual case, such
variation between patients, not observed in clonal populations of cells, can
obscure the results of clinical trials of chemotherapy. This can be overcome by
enrolling large numbers of patients into such studies, often with the choice of
which treatment they receive being randomized. However, the logistical diffi-
culties in performing such trials are significant and patient recruitment is often
problematic. These studies do provide a very valuable resource for projects
aimed at understanding the causes of clinical drug resistance, because they
comprise a group of patients treated in a homogeneous fashion, for whom other
relevant data are also available.

It is obvious, therefore, that the study of the development of resistance to
anticancer drugs in the clinical setting is more complex than in the laboratory
and that often resistance can only be measured indirectly. This is not to say that
clinical studies of the importance of laboratory-derived drug resistance mark-
ers cannot be done. It may help to explain, however, why the results are often
less than clear.

3. Clinical Studies of Drug Resistance
Resistance to anticancer drugs is viewed as one of the most significant bar-

riers to the effective treatment of malignant tumors. It is therefore not surpris-
ing that despite the difficulties previously mentioned, many studies have been
and continue to be performed to determine the clinical significance of specific
drug-resistance mechanisms.
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3.1. P-glycoprotein (Pgp)

One of the major mechanisms of multidrug resistance in cultured cancer
cells has been shown to be caused by over-expression of a surface-membrane,
energy-dependent transport protein, P-glycoprotein (Pgp) (3). This protein can
increase the efflux of natural product anticancer drugs from the cell, thus reduc-
ing the effective intracellular concentration. Pgp is normally expressed in
detectable quantities in tissues such as colon, adrenal cortex, kidney, and liver.
Tumors from these organs often display inherent resistance to a range of anti-
cancer drugs. The MDR-1 gene, which encodes Pgp, is expressed at levels
thought to be physiologically significant in about 50% of human cancers (4).
However, does Pgp play a major part in the development of clinical drug resis-
tance? To answer this question, many studies have tried to correlate expression
of Pgp with established prognostic indicators or with determinants of treat-
ment outcome.

To date, the greatest number of studies have been performed in the hemato-
logical malignancies. This obviously reflects the more readily accessible
sources of tissue, i.e., bone marrow, available for study in these conditions.
A number of different techniques have been used to determine the levels of
expression of Pgp on blast cells in both acute lymphoblastic leukemia (ALL)
and acute myelogenous leukemia (AML). Attempts have then been made to
correlate these with response to treatment or clinical outcome. The methodology
for detection of Pgp in these studies has developed with time from determina-
tion of MDR-1 gene expression by Northern blotting or reverse transcriptase-
polymerase chain reaction (RT-PCR; see Chapter 7) to immunocytochemical
analysis of Pgp and measurement of its function (see Chapter 6). In de novo
AML a number of papers have reported a correlation between detectable levels
of Pgp and a poor response to treatment. Flow cytometry using the MRK16
monoclonal antibody (MAb) was used by Campos et al. to study 150 patients
with newly diagnosed AML (5). Patients with no detectable Pgp displayed a
significantly better rate of complete response to treatment and overall survival.
The same method was used by Ino et al. (6), who determined that Pgp detected
by flow cytometry correlated with functional Pgp by the Rhodamine 123 assay.
In a study of 52 patients with AML, they showed that although presence of Pgp
did not correlate with a reduced chance of achieving a complete response (CR)
after chemotherapy, it was associated with an increased risk of relapse (6).
Ludescher et al. (7) proposed that Pgp function, as assessed by the Rhodamine
123 assay, might act as an independent prognostic indicator in AML. This was
after finding a significant survival difference between patients whose blast
cells did and did not display functional Pgp by this method. Not all such stud-
ies show evidence of a correlation between the presence of Pgp on blast cells in
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AML and a failure to respond to, or relapse after, chemotherapy. However, the
overall impression is that Pgp probably has a role in the development of resis-
tance to chemotherapy in AML.

The situation in other forms of hematological malignancy is less clear.
A number of studies in ALL have shown positive correlation between the pres-
ence of Pgp and relapse of disease after chemotherapy (8,9). However several
other groups have shown no clinical significance associated with the presence
of Pgp on blast cells in ALL (10). It has been proposed that this may result
from the different methodology used in different studies and perhaps also the
different populations of patients. Analysis of a large number of patients with
myeloma (11) before and after therapy with vincristine and doxorubicin
revealed that expression of Pgp was strongly correlated with prior exposure to
these drugs. The design of the study did not allow a determination of whether
this affected outcome.

Does the presence of detectable Pgp in cells from solid tumors act as a prog-
nostic indicator? The greatest amount of data collected to date has been for
adenocarcinoma of the breast (12). A number of studies have looked at whether
Pgp expression in breast carcinoma is associated with response to chemo-
therapy (12). Although Pgp levels measured before chemotherapy do not sig-
nificantly determine the likelihood of response to treatment a significant
association between elevated Pgp and poor outcome was noted if levels were
measured post-treatment. This may relate to selection for Pgp positive cells
during chemotherapy, but could also arise as an epiphenomenon if selection
for other determinants of poor prognosis during treatment, (e.g., mutant p53)
was associated with induction of MDR-1 expression (13). The prognostic sig-
nificance of detectable Pgp in breast cancer remains unclear as there is no uni-
form result from those investigations performed to date (12).

The expression of Pgp, as detected by immunohistochemistry (IHC), has been
shown to display a positive correlation with increased relapse rate in osteosar-
coma (14). This prognostic significance of Pgp was unrelated to other features
of the tumor such as chemotherapy-induced necrosis, which is currently the
most important predictor of disease-free survival. It is of interest that in this
study the relationship between Pgp and tumor relapse after chemotherapy could
not be linked to increased drug efflux from the tumor cells. The chemotherapy
used was composed of drugs that are not normally considered to be substrates
for Pgp. Therefore, at least in osteosarcoma and perhaps also in colon and breast
cancer, the presence of Pgp may not simply be a marker of tumor chemosensi-
tivity, but also a sign of tumor aggressiveness (15).

As with breast cancer, a state of uncertainty exists as to the significance of
Pgp studies in colorectal carcinoma in which there appears to be an even spread
of positive and negative correlations (16). Pgp expression may have prognostic
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significance in a subset of non-seminomatous germ cell tumors (17), but not in
non-small cell lung cancer or adrenocortical carcinoma from the data published
to date (18,19).

3.2. Pgp-Related Transporters

Over recent years, it has become obvious that Pgp is not the only membrane
protein that is associated with MDR. This was shown in tumor cells that dis-
played an MDR phenotype but without detectable levels of Pgp. Two further
drug-resistance related proteins have been described. MDR-associated protein
(MRP) is a member of the ATP-binding cassette (ABC)-transporter superfam-
ily that confers resistance to a similar, but not identical, spectrum of drugs as
Pgp (20,21). Lung resistance protein (LRP) was first identified in a lung-can-
cer cell line displaying MDR (22). There is evidence to suggest that LRP is
expressed more frequently in chemoresistant tumor types than in chemosensi-
tive cancers (23). Clinical studies have been performed in an attempt to deter-
mine the clinical significance of MRP and LRP expression in tumors.
Expression of MRP was found to be higher in patients with relapsed AML as
opposed to newly diagnosed cases (24). A positive correlation between MRP
and MDR-1 gene overexpression was observed in these AML cases, and this
was associated with a higher rate of emergence of clinical drug resistance. In
cases which were MDR negative, drug resistance was more frequent in MRP
positive cases than in MRP negative ones. Several other studies have also sug-
gested that over-expression of MRP can be detected in up to 35% of AML
patients and is associated with a tendency towards chemo-resistant disease (24).
However, it has also been shown that pre-treatment levels of MRP mRNA may
lack prognostic value in AML.

Metastatic neuroblastoma has a poor prognosis attributable, in part, to MDR.
The contribution of MDR-1/Pgp to neuroblastoma MDR is unclear, but evi-
dence suggests that MRP may play a significant role. A study of 60 neuroblas-
toma cases correlated elevated expression of MRP with other known indicators
of poor prognosis, e.g., increased N-myc expression. MRP expression was also
associated with reduced overall survival, and this appeared to be independent
of the status of other prognostic indicators in the tumor. MDR gene expression
in these tumors showed no prognostic significance. The consequences of
elevated MRP have also been analyzed in other solid tumor types. Ota et al.
(25) reported that MRP-expressing squamous-cell lung cancer showed a sig-
nificantly worse prognosis than MRP negative tumors, but that this was not so
in adenocarcinoma of the lung. MRP expression has also been shown to be
associated with increased resistance to certain anti-cancer drugs in vitro, as
measured using gastric cancer biopsies. However, there was no association
between MRP status and outcome in patients with gastric adenocarcinoma (26).
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Far fewer studies to date have looked at the role of LRP in clinical drug
resistance. LRP has been shown to have prognostic significance in AML and
epithelial ovarian cancer (23). In the latter study, LRP was an independent
determinant of response to treatment and overall survival, whereas Pgp and
MRP were not. LRP levels were also shown to be increased post-chemotherapy
in osteosarcoma and this was a poor prognostic sign (27). LRP levels prior to
chemotherapy did not show prognostic significance.

3.3. Glutathione and Glutathione Transferases

Mechanisms of drug resistance involving membrane-associated protein
pumps, although the most thoroughly characterized, are not the only means by
which drug resistance can arise within tumor cells. Clinical studies investigat-
ing these other drug-resistance mechanisms are fewer in number, but are no
less important. The concentration of intracellular enzymes (both activating and
detoxifying) involved in the metabolism of cytotoxic drugs have been mea-
sured to determine whether there is a relationship with response to treatment.
The glutathione S-transferases (GST) are a group of detoxifying enzymes that
are thought to play a role in the metabolism of drugs such as cisplatin, doxoru-
bicin, melphalan, cyclophosphamide and the nitrosoureas (28). GST-π is the
predominant isoenzyme subtype found in ovarian carcinoma and several
studies have been performed to determine whether levels of this enzyme have
prognostic significance. Using immunohistochemistry on formalin fixed, par-
affin-embedded tumor sections, Green et al. (28) found that increased levels of
GST-π were correlated to a poor response to chemotherapy. GST-π levels also
correlated to overall survival, independent of other prognostic indicators. Simi-
lar results were obtained by Hamada et al. (29), who also found that levels of
GST-π were higher in residual tumor after the completion of chemotherapy.
Several other reports, however, using immunohistochemical and Western
immunoblot analysis of glutathione and GST-π levels in ovarian carcinoma,
have shown no evidence of independent prognostic significance (30,31).
Attempts to correlate GST levels and clinical outcome in urothelial tumors and
in cancers of the head and neck has also been attempted, but without clear
conclusions (32,33).

3.4. DNA Repair

The involvement of DNA repair pathways in the development of drug resis-
tance has become increasingly apparent over recent years from in vitro studies
on tumor cell lines. Measurement of the expression of specific genes involved
in DNA repair pathways in tumor samples has been used to assess the possible
clinical significance of DNA repair. Elevated levels of p53 protein in tumors
suggest mutation in the p53 gene. As p53 protein is involved in regulation of
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cell-cycle checkpoints, DNA repair and apoptotic pathways mutations in the
gene may be responsible for altering the sensitivity of tumor cells to cytotoxic
drugs. This may result in drug resistance. Immunohistochemical detection of
elevated levels of p53 has been associated with established features of aggres-
sive phenotype and poor prognosis in a number of tumor types, including ova-
rian, breast, and bladder carcinomas (31,34,35). Increased tumor p53 in ovarian
carcinoma has been associated with a poor response to chemotherapy (cisplatin-
based) in a report by Righetti (36), although a number of others show no sig-
nificant correlation (31,37). The association of elevated tumor p53 protein
levels and the length of progression-free survival (PFS) after chemotherapy
has also been studied, particularly in ovarian carcinoma. There have been no
indications that elevated p53 levels correlate with shorter PFS except in spe-
cific tumor sub-types (31,38).

A number of small studies have attempted to correlate response to chemo-
therapy with the levels of other DNA repair genes in tumor specimens. Thus,
the levels of expression of nucleotide-excision repair genes ERCC1, ERCC2,
and XPA have been compared to the response to cisplatin chemotherapy in
ovarian cancer, but without any significant association being determined
(39,40). There have also been suggestions that levels of Bcl2 expression in
ovarian tumors might influence the response to chemotherapy. Reports from
two groups suggest that detection of Bcl2 by immunohistochemistry (IHC),
along with lack of detectable p53, is associated with a better response to che-
motherapy in all but the worst prognosis patients (41,42). Unfortunately, the
small number of patients in these studies limits their significance

4. Clinical Importance of Specific Mechanisms of Drug Resistance
As can be seen from the evidence previously presented, the significance that

specific drug-resistance mechanisms play in the clinical response of tumors to
cytotoxic agents is unclear. In the majority of tumors, for every study that has
shown a correlation between a marker of resistance and poor outcome, another
study has shown no such association. Does different evidence exist that might
help in determining the clinical importance of specific mechanisms of drug
resistance?

If a tumor cell develops resistance by increasing the rate at which drug is
exported from the intracellular compartment, then it would appear reasonable
to assume that increasing the concentration of drug to which the cell is exposed
will overcome the resistance to some extent. Thus if a cell with classical MDR
is exposed to a higher concentration of cytotoxic agent, more drug will enter
the intracellular space and, despite the activity of Pgp, will lead to cytotoxicity.
This is easily observed in vitro as even highly resistant tumor cell lines can be
killed by exposure to a sufficient concentration of cytotoxic drug. The situa-
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tion in vivo is obviously different as the effects of cytotoxic agents on normal
cells in the body limits the doses that can be given safely. However, the idea
that increasing the total dose and/or the dose intensity of specific cytotoxic
agents might improve outcome has led to many studies which have used “high-
dose” chemotherapy (HDC) to treat recurrent or poor prognosis tumors. Do the
results of such studies help in determining the clinical importance of classical
MDR-type resistance? The use of HDC and bone marrow rescue was initially
developed for the treatment of hematological malignancies and it is here that
the evidence appears to be most clear. For example, patients with non-Hodgkins
lymphoma (NHL) who fail to achieve a CR after conventional chemotherapy
or with relapsed disease have shown an improved response rate and survival
after treatment with HDC, as compared to standard dose-salvage regimens
(43,44). This data is compatible with the notion that some of the resistance
observed in relapsed or poorly responsive NHL may be owing to classical
MDR-type mechanisms.

The benefits of HDC in treatment of a wide range of solid tumors are much
less certain. The treatment of metastatic and poor prognosis forms of breast
cancer with HDC has been investigated most extensively. There would appear
to be little doubt that the use of high-dose regimens delivers a higher response
rate to treatment than standard-dose treatment. However, this has seldom
resulted in improvements in overall duration of response and survival (45).
Often the data has been difficult to interpret owing to the lack of clinical trials
in which HDC was directly compared to standard-dose regimens. One feature
that did arise from such studies was that there appeared to be a threshold of
drug dose, below which the response to treatment was definitely poorer. Thus,
“less was worse,” but more was not necessarily better. More recently a number
of controlled trials have been performed. Although the data from these studies
is not without potentially significant flaws, they suggest that in certain specific
groups of patients with poor prognosis breast cancer, HDC may result in improved
overall survival (46). In other solid tumors, there is no convincing evidence as yet
that HDC can overcome resistance resulting in improved survival (47).

There exists a further body of evidence that helps clarify the clinical rel-
evance of Pgp-mediated classical MDR resistance. With numerous in vitro
studies showing that Pgp was important in the development of MDR cell lines,
and some evidence that this might be significant in vivo, the idea of Pgp as a
specific target for therapy arose. A range of compounds have been shown to
reverse the classical MDR phenotype in vitro through competitive inhibition
of drug efflux (48). Some of these are drugs that have established therapeutic
roles in other forms of illness, e.g., calcium channel antagonists, cyclosporines,
antimalarials, and steroids. The potential for reversal of MDR with such com-
pounds has also been observed in Pgp-expressing tumor xenograft models (49).
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A number of these drugs have been used in clinical trials in an attempt to over-
come treatment resistance in tumors where Pgp commonly contributes to the
resistance phenotype. Some of these trials have shown that addition of Pgp
antagonists, such as Verapamil and cyclosporin A, in the treatment of resistant
myeloma and lymphoma appears to result in further responses to treatment
(50,51). However, there have been criticisms of many of the MDR reversal
studies performed to date. For example, addition of Pgp antagonists can also
alter the pharmacokinetics of cytotoxic drugs used in the treatment regimen.
This normally results in exposure of the tumor cells to a higher concentration
of cytotoxic drug. It is unclear, therefore, whether any improvement in results
with an MDR modulator is owing to direct blocking of Pgp or to pharmacoki-
netic interaction (52) as with cyclosporin analog, PSC833. The development
of more specific inhibitors of Pgp, e.g., LY335979 (53), which may not alter
the pharmacokinetics of cytotoxic agents, may help to clarify this issue.

The problems inherent in many of the MDR reversal studies published to
date mean that they do not, as yet, provide strong evidence for the importance
of Pgp in the development of clinical drug resistance. Improvements in trial
design and the development of more specific antagonists of Pgp may result in
more significant results in the not-too-distant future.

5. Conclusions
The preceding review illustrates that determining the clinical relevance of

drug-resistance mechanisms discovered in vitro is far from simple. Often it
appears that a consensus has been reached with regard to the significance of a
particular factor when the next study comes along with a contradictory conclu-
sion. The reasons for this, as have already been indicated, are numerous, and
often arise from the complexity of studying the human organism in its environ-
ment. However, much of the difficulty also arises from significant differences
in the way in which studies are performed. Clinical studies are often limited by
the numbers of patients that can be recruited.

Standardization of trial methods, therefore, could allow data to be accumulated
from multiple small studies, improving the significance of results. Obviously,
advances in molecular biology alter the sensitivity with which drug-resistance
genes or proteins can be detected. The differences between results observed in
clinical studies of Pgp in the late 1980s and in mid-1990s have been attributed
to the use of the more recent and sensitive technique of immunohistochemistry
(12). Attempts have been made to standardize the methods used in studying
drug-resistance markers. A recent workshop conference published guidelines
as to what criteria should be used to determine whether a tumor is Pgp-positive
(54). Such measures may increase the information that can be obtained from
diverse clinical studies.
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A different approach to improving the clinical data on the significance of
drug-resistance mechanisms might be to study the development of resistance
in sequential biopsy samples from the same individual(s). Although this seems
attractive in principle, the reality is that, for most patients, tissue samples are
not easy to obtain. With hematological tumors, repeat samples of bone marrow
or lymph node biopsies obtained pre- and post-chemotherapy are a possibility.
However, with solid tumors it is often unfeasible, or unethical, to attempt to
obtain tissue samples after chemotherapy or at relapse.

The chapters that follow present a range of state-of-the-art techniques for inves-
tigation of mechanisms of drug resistance. Although not specifically aimed at clini-
cal studies, it is to be hoped that they will be of benefit in translational research
with its aims of bringing discoveries from the laboratory into the clinical domain. It
is hoped that with advances in laboratory techniques and materials, along with
improved design of clinical drug-resistance studies, the significance of resistance
mechanisms will become clearer. This should be a realistic goal because, to steal a
quote from another field of investigation, “The truth is out there.”
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Cell Sensitivity Assays

Clonogenic Assay

Jane A. Plumb

1. Introduction
The use of cell culture systems to assess the toxicity of anticancer agents

began over 50 years ago following the observation of the antineoplastic effects
of nitrogen mustard (1). There are a wide variety of assays designed to evaluate
cellular drug sensitivity described in the literature. These assays essentially
fall into two groups; those that measure cell survival and those that measure
cytotoxicity. Cytotoxicity assays include methods such as trypan blue dye
exclusion, 51Cr release and 3H-thymidine incorporation (2–4) and these assays
assess the structural integrity and metabolic function of the cells following
drug exposure. In contrast, cell survival assays measure the end result of these
effects on the cell which can be either cell death or recovery. A cell survival
assay thus requires a measure of the ability of cells to proliferate and this is
usually an estimate of the ability of individual cells to form colonies. However,
cytotoxicity assays can also measure the ability of cells to proliferate if the
cells are allowed a period of growth following drug exposure. This recovery
time is comparable to the time taken for formation of colonies in a clonogenic
assay.

Clonogenic assays are commonly regarded as the “gold standard” cellular sen-
sitivity assay. This idea originates from the early 1960s when radiobiologists
were comparing the radiosensitivities of tumour cell lines in vitro. This involved
estimation of multiple logs of cell kill and it was thought that only a clonogenic
assay would have sufficient sensitivity to be able to assess cell kill at low per-
centage survivals (<1%). However, the results obtained with a cell growth assay
were similar to those obtained with a clonogenic assay (5). Nevertheless, the
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clonogenic assay has retained its superior status (6). Many factors influence cel-
lular drug sensitivity and no one assay can take account of all these variables.

The human tumour stem cell assay has been widely used in attempts to pre-
dict the response of tumors to chemotherapeutic agents (7). In order to distin-
guish between normal and tumour cells present within a biopsy the assay
measures the ability of cells to undergo substrate independent proliferation in
agar. Overall, the ability of the assay to predict treatment response is good but
only about 30% of biopsies processed resulted in sufficient colony numbers to
allow evaluation (8). This is a major problem with the assay and many human
tumour cell lines show a very poor cloning efficiency in agar (<1%) whereas
the cloning efficiency on tissue culture treated plastic can be greater than 50%.
The clonogenic assay described is based on monolayer cloning which is widely
applicable to continuous cell lines.

In the standard clonogenic assay cells in the exponential phase of growth are
exposed to a cytotoxic drug. The drug exposure time depends on a number of
factors. If the drug is cell cycle specific (i.e., specific for cycling as opposed to
noncycling cells) a short exposure may be sufficient and this can be related to
the estimated duration of exposure in the clinic. In contrast, if the drug is phase
specific it may be necessary to extend the exposure period to the take account
of the cell doubling time. Cells are normally exposed to drug in the exponential
phase of growth since the majority of cytotoxic drugs are active against cycling
cells. However, the assay can be used equally well with confluent noncycling
cells provided that they will re-enter the cell cycle on subculture. Follow-
ing drug exposure the cells are disaggregated to form a single cell suspension
and are plated out at low density to allow colony formation. The colonies are
fixed, stained and counted. Each colony is assumed to be derived from a single
cell and thus the colony count is an estimate of the number of cells that sur-
vived the drug treatment.

The number of cells within each colony depends on the number of cell
doublings and can be used as an estimate of the effects, if any, of the drug on
the cell doubling time. A clonogenic assay can thus discriminate between cyto-
toxic (cell kill) and cytostatic (decreased growth rate) effects. Because a cyto-
static effect may be lost upon removal of the drug a cytotoxicity assay based on
colony formation is also described since this allows continuous drug exposure.

2. Materials

1. Petri dishes (6 cm, tissue-culture grade).
2. Tissue-culture flasks (25 cm2).
3. Universal containers (30 mL).
4. Plastic box.
5. Wash bottles.
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6. Growth medium.
7. Phosphate buffered saline (PBS, Dulbecco’s A).
8. 0.25% Trypsin in PBS.
9. Methanol.

10. 1% Crystal Violet in water (Merck).

3. Methods

3.1. A Standard Clonogenic Assay

1. Trypsinise a sub-confluent monolayer culture and collect cells in growth medium
containing serum. Centrifuge the suspension (200g, 5 min) to pellet cells and
resuspend in fresh growth medium. Use a haemocytometer to count the cells and
ensure that a single cell suspension is obtained (see Note 1). Dilute cells to a
density of 8 × 104 cells/mL (see Note 2) in a total volume of 10 mL. Add 4 mL of
culture medium to each of 9 tissue culture flasks (25 cm2) and transfer 1 mL of
the cell suspension to each flask (see Note 3). Equilibrate with CO2 and incubate
cells at 37°C for 2–3 d such that cells are in the exponential phase of growth for
drug addition.

2. Prepare a serial five-fold dilution of the cytotoxic drug in growth medium to give
eight concentrations (see Note 4). Pipet 6 mL of growth medium in to each of
seven universal containers (30 mL). Prepare 10 mL of the highest concentration
of the drug and transfer 1.5 mL of this solution to the first universal container.
Mix and then transfer 1.5 mL to the next universal. Continue until the seventh
universal is reached. The concentrations should be chosen such that the highest
concentration kills most of the cells and the lowest kills none of the cells (see
Note 5).

3. Label the nine flasks with one for each of the eight drug concentrations and one
as a control. Remove the medium from the flasks of cells. Add 5 mL of growth
medium to the control flask and 5 mL of the appropriate drug solution to the
other eight. Equilibrate the flasks with CO2 and incubate at 37°C for 24 h (see
Note 6).

4. Remove the medium from the nine flasks, add 1 mL of trypsin solution and incu-
bate at 37oC. While waiting for the cells to detach, label the Petri dishes on the
side of the base (see Note 7). Use three dishes for the control and for each drug
concentration. When the cells have detached add 4 mL of growth medium to each
flask. Disperse the cells by repeat pipeting to give a single cell suspension and
transfer the flask contents to a universal container (30 mL). Count the cells from
the control flask only and dilute to give a density of 103 cells/mL and a total
volume of 4 mL (see Note 8). Follow exactly the same dilution steps for the cell
suspensions from each of the drug treated flasks (see Note 9). Transfer 1 mL of
the control cell suspension to each of the three labeled Petri dishes. Repeat for
each of the drug treatments. Finally, add 4 mL of growth medium to each Petri
dish (see Note 10). Place the Petri dishes in a plastic box and incubate for 10 days
in a humidified atmosphere at 37°C (see Note 11).
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4. Fill a wash bottle with PBS and a second with methanol. Remove and discard the
lids from the Petri dishes. Pour the medium from the Petri dish into a container
for disposal and carefully add about 5 mL of PBS to wash off the remaining medium.
Pour off the PBS and add about 5 mL of methanol and leave for 5 min. Repeat for all
dishes. After 5 min pour off the methanol and add another 5 mL of methanol to each
dish and leave for 5 min. Pour off the methanol and allow dishes to dry.

5. Add 5 mL of crystal violet to each Petri dish and leave for 5 min. Pour off the
stain and rinse the dish under running tap water to remove excess dye. Invert
dishes and leave to dry.

6. Count the colonies in each Petri dish (see Note 12). If the drug has a cytostatic effect
this will be seen as a reduction in the size of the colonies and should be apparent to the
naked eye. In this case, as well as counting the total number of colonies per dish, the
number of cells per colony should also be counted (see Note 13).

7. Calculate the mean colony count for each of the treatments. Divide the number of
colonies in the drug treated dishes by the number of colonies in the control dishes
and express as a percentage. Plot a graph of percent survival (y axis) against drug
concentration (x axis). Results are usually expressed as the IC50 value which is
the drug concentration required to kill 50% of the cells or as in this assay to
reduce the number of colonies to 50% of that in the control untreated dishes (see
Fig. 1). Values for the IC10 and IC90 can be determined in the same manner. The

Fig. 1. A typical dose response curve obtained by clonogenic assay. The human
colon tumor cell line HT29 in exponential growth was exposed to mitomycin C for 3 h
and then plated out at a density of 500 cells/6 cm Petri dish. The mean colony count in
the control dishes was 281, which is a cloning efficiency of 56%. Three flasks of cells
were used at each dose level and each point is the mean ± standard error of the mean of
the three estimates. Estimation of the IC50 value (the drug concentration required to
kill 50% of the cells) is shown by the straight lines.
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shape of the survival curve depends on a number of factors. For a cycle specific
drug and a homogeneous cell population the curve can be very steep such that
only a small increment of drug is required to go from 0–100% cell kill. Some-
times a tail is seen on the curve such that cell kill does not reach 100% even at
high drug concentrations. This can be due to the presence of a resistant subpopu-
lation. It can also occur when a phase specific drug, such as camptothecin, is used
and the duration of drug exposure is less than the cell doubling time. In this case
the tail should not be apparent if the drug exposure time is increased.

3.2. A Cytotoxicity Assay Based on Colony Formation
1. Trypsinise a sub-confluent monolayer culture and collect cells in growth medium

containing serum. Centrifuge the suspension (200g, 5 min) to pellet cells, resus-
pend in growth medium and count cells. Dilute cells to a density of 103 cells/mL
(see Note 7). Label Petri dishes (6 cm), allowing three per treatment, and add
1 mL of cell suspension to each dish. Add 3 mL of medium to the dishes and
place in a plastic box. Incubate in a humidified atmosphere at 37°C for 4 h to
allow cell to adhere (see Note 14).

2. Prepare a range of concentrations of the cytotoxic drug in growth medium (see
Notes 4 and 5). The drug is diluted five-fold when added to the Petri dishes, so
these solutions should be prepared at five times the required final concentration.

3. Add 1 mL of the drug solution to the 4 mL of medium in each of the three Petri
dishes. Incubate for 10 d in an humidified atmosphere at 37°C (see Notes 11 and 15).

4. Fix and stain the colonies and evaluate as for the standard clonogenic assay.

4. Notes
1. It is essential that a single cell suspension is plated out and it may be necessary to

adjust the trypsin concentration or duration of exposure to achieve this.
2. A density of 8 × 104 cells/25cm2 culture flask is a suggested density for cells with

a doubling time of about 24 h and a plating efficiency of around 60%. Clearly the
density may need to be increased or decreased depending on the cell line used.
The aim is to obtain a sub-confluent culture of cells in the exponential phase of
growth for drug treatment.

3. An experimental design based on one control and eight drug treatments is a sug-
gested starting point and it should be noted that this does not include replicates.
The number of flasks that can be set up in one experiment is limited by the time
required to carry out step 4.

4. The drug solution should be prepared just before use and should be sterile. Many
cytotoxic drug are insoluble in water. Any diluent used to solubilize the drug
should be included as a separate control, usually at the highest concentration to
be used. DMSO can be used and since this is self sterile it avoids possible loss of
drug owing to binding to the filter. Most cells will tolerate up to 1% DMSO in
culture medium.

5. If the cytotoxicity of the drug is not known a serial dilution with a starting con-
centration of 10–5 M can be used. Once the cytotoxicity is known the drug
concentration range can be reduced to cover the area of interest.
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6. The drug exposure period can be varied. As a rule cytotoxicity increases with
increasing drug exposure. The most marked effects are seen during the first 24 h
and sensitivity usually shows a plateau by 72 h. Factors to take into account are
the mechanism of action of the drug such that if it is S-phase specific the expo-
sure period should allow for all cells to have passed through S-phase. The stabil-
ity of the drug in culture medium should also be taken in to account. For drug
exposure periods of greater than 24 h, it is recommended that the drug is replaced
at 24 h intervals.

7. Do not label the lids, because these are removed when the colonies are fixed.
Make sure that the marker pen used is resistant to methanol.

8. Accuracy of the dilution is important and it is recommended that individual dilu-
tion steps are no greater than 1 in 10 and that the volume of cell suspension used
is greater than 200 µL. A density of 103 cells/mL is a suggested density assuming
a plating efficiency for the cell line of about 50%. This would give 500 colonies
in the control dishes. The aim is to retain separated colonies in the control dishes
at the end of the experiment but to still have a sufficient number of colonies in the
drug treated dishes to allow accurate estimation of survival at the higher drug
concentrations. It is possible to compensate for the low survival at higher drug
concentrations by increasing the number of cells plated out for these concentra-
tions. To do this either increase the volume of cell suspension used or reduce the
dilution factor.

9. It is not necessary to count the cells in the drug treated flasks because all flasks
contained the same number of cells at the start of the experiment. Any difference in
cell counts between the flasks at this stage is due to the effects of the drug and is
thus part of the experiment. Remember to resuspend the cells well before diluting.

10. Care must be taken to ensure an even distribution of cells in the Petri dish. This is
achieved if the cells are added first and then the bulk of the medium added. Do
not be tempted to swirl the dishes to mix the cells because this results in the cells
accumulating in the centre of the dish and forming one large colony.

11. The incubation time will vary depending on the doubling time of the cell line
used but is usually between 8–12 d. This allows for about 10 doubling times. It is
advisable to check the dishes after about 8 d and colonies should be clearly vis-
ible to the naked eye.

12. Following drug treatment some cells will plate and undergo a few cell divisions
before the damage is expressed. This leads to the formation of small colonies that
fail to develop further. These cells are not viable and the colonies should not be
counted. This is usually avoided by limiting the counts to those colonies that have
undergone more that five cell doublings, i.e., those containing more than 50 cells.

13. A cytostatic effect will result in a reduction in the number of cell doublings in a
given time and thus a reduction in the number of cells within a colony. There are
several ways of quantifying a cytostatic effect. The most direct method is to count
the number of cells in 50 representative colonies per dish. Alternatively, it can be
estimated by measuring the diameter of the colony and thus calculating the area
of the colony. This method assumes that there is no change in cell size.
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14. For most continuous cell lines, 4 h is sufficient for adherence to plastic. The time
can be increased, but it should not exceed the doubling time for the cell line
because the assay relies on colonies originating from single cells. In some proto-
cols the cells and drug are added together. The disadvantage of this approach is
that the drug may have an effect per se on the plating of the cells separate from
effects on cell survival.

15. This assay protocol is best suited to continuous drug exposure but it is possible to
limit the drug exposure time by replacing the medium. However, as explained in
Note 14 the total time for plating and drug exposure should not exceed the dou-
bling time for the cell line.
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The MTT Assay

Jane A. Plumb

1. Introduction
The clonogenic assay described in Chapter 2 is not suitable for all cell lines.

Many adherent cell lines do not form colonies and clearly it is not applicable to
non-adherent cell lines. Furthermore, it is slow and time consuming. This chap-
ter describes an alternative cytotoxicity assay that has a number of advantages
when compared with a clonogenic assay. It is quick and easy and allows a large
number of assays to be carried out in one batch. This is an important consider-
ation when making comparisons between cell lines, between cytotoxic agents,
or when evaluating combinations of drugs. No one cytotoxicity assay is ideal
and it is always advisable to support results with those from alternative assays
where possible.

Cytotoxicity assays are widely used particularly in the field of new drug
development. Clonogenic assays are not amenable to automation and centers
such as the American National Cancer Institute and the Pharmaceutical Indus-
try have developed rapid throughput microtitration assays to use as a screen for
new cytotoxic agents. These assays measure the effect of a drug on the growth
of a population of cells and the endpoint is an estimate of cell number. Use of
a tetrazolium dye (MTT) as an indirect measure of cell number was first
reported in the early eighties (1). The NCI evaluated MTT-dye reduction as a
possible endpoint in a rapid screening assay (2) and this stimulated interest in
the wider scientific community. At that time a major limitation of microtiter
assays was that the endpoint tended to involve the use of a radioisotope.

Cells in exponential phase of growth are exposed to a cytotoxic drug. The
duration of exposure is usually determined as the time required for maximal
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damage to occur but is also influenced by the stability of the drug. After
removal of drug the cells are allowed to proliferate for two to three doubling
times in order to distinguish between cells which remain viable and are capable
of proliferation and those which remain viable but cannot proliferate. Surviv-
ing cell numbers are then determined indirectly by MTT dye reduction. MTT
is a yellow water soluble tetrazolium dye that is reduced by live but not dead
cells (3) to a purple formazan product that is insoluble in aqueous solutions.
The amount of MTT-formazan produced can be determined spectrophotometri-
cally once solubilized in a suitable solvent. A drawback of the assay is that it
does not per se distinguish between a cytotoxic (cell kill) and a cytostatic
(reduced growth rate) effect. However, it should be noted that cytostatic effects
are not usually seen with cytotoxic drugs.

There is no such thing as “The MTT assay.” Many laboratories use cytotox-
icity assays that are based on MTT dye reduction but the assay protocols differ
markedly. Many factors affect the reduction of MTT. The cells require an ade-
quate energy supply from the culture medium and reduction is inhibited by
some cytotoxic drugs. For these reasons the NCI chose not to use MTT reduc-
tion in their screening assay (4). The assay described here has been optimized
such that it has been shown to give the same results as are obtained with
a standard clonogenic assay (5). An important feature of the assay is the inclu-
sion of a growth period after removal of the drug. This allows cells to recover
from the effects of the drug, or to die, and also avoids possible interference of
drug in the reduction of MTT.

2. Materials

1. Microtiter plates (Corning).
2. Multichannel pipette (Costar).
3. Tip box, autoclavable (ICN Flow).
4. Pipette tips (ICN-Flow).
5. Hypodermic needles (18G, 24G).
6. Petri dishes, 5 cm and 10 cm (Sterilin).
7. Universal containers, 30 mL and 100 mL (Sterilin).
8. Plastic box.
9. Growth medium.

10. Phosphate buffered saline (PBS, Dulbecco’s A).
11. 0.25% Trypsin, 1 mM EDTA in PBS.
12. 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT, Sigma)

prepared at a concentration of 5 mg/mL in PBS. This is filter-sterilized, which
also removes any reduced MTT, and can be stored at 4°C in the dark for 1 mo.

13 Sorensen’s glycine buffer : 0.1 M glycine, 0.1 M NaCl adjusted to pH 10.5 with
1 M NaOH.

14. Dimethysulphoxide (DMSO).
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15. ELISA plate reader (Molecular Devices).
16. Plate carriers for centrifuge (for nonadherent cell lines).

3. Methods
3.1. Adherent Cell Lines

1. Trypsinise a sub-confluent monolayer culture and collect cells in growth medium
containing serum. Centrifuge the suspension (200g, 5 min) to pellet cells, resuspend
in growth medium and count cells. Dilute cells to a density of 5 × 103 cells/mL (see
Note 1) allowing 60 mL of cell suspension for 3 microtiter plates. Transfer cell sus-
pension to a 10 cm Petri dish and with a multichannel pipet add 200 µL to each well
of the central 10 columns of a flat bottomed 96-well plate (80 wells/plate) starting
with column 2 and ending with column 11 (see Note 2). Add 200 µL of growth
medium to the eight wells in columns 1 and 12. Put plates in a plastic box and incu-
bate in a humidified atmosphere at 37°C for 2–3 d such that cells are in the exponen-
tial phase of growth for drug addition.

2. Prepare a serial five-fold dilution of the cytotoxic drug in growth medium to give
eight concentrations (see Note 3). Pipet 6 mL of growth medium in to each of
seven universal containers (30 mL). Prepare 10 mL of the highest concentration
of the drug and transfer 1.5 mL of this solution to the first universal container.
Mix and then transfer 1.5 mL to the next universal. Continue until the seventh
universal is reached. The concentrations should be chosen such that the highest
concentration kills most of the cells and the lowest kills none of the cells (see
Note 4). Normally, three plates are used for each drug to give triplicate determi-
nations within one experiment.

3. The medium is removed from all the wells in columns 2–11. This can be achieved
with a hypodermic needle attached to a suction line. The cells in the eight wells
in columns 2 and 11 are fed with 200 µL of fresh growth medium. The drug
solutions are transferred to 10 cm Petri dishes and 200 µL added to all eight wells
of a column. For ease of analysis, arrange the drug solutions in order so that the
highest is in column 3 down to the lowest in column 10. Plates are returned to the
plastic box and incubated for 24 h (see Note 5).

4. At the end of the drug-exposure period the medium is removed from all wells
containing cells and the cells fed with 200 µL of fresh medium.

5. Plates are fed daily for two more days.
6. Plates are fed with 200 µL of fresh medium and 50 µL of the MTT solution

(5 mg/mL in PBS) is added to all wells in columns 1 to 11. Plates are wrapped
in aluminium foil and incubated for 4 h in a humidified atmosphere at 37°C
(see Note 6).

7. The medium and MTT are then removed from the wells and the purple MTT-
formazan crystals dissolved by addition of 200 µL of DMSO to all wells in col-
umns 1 to 11 (see Note 7). Glycine buffer is added (25 µL/well) to all wells
containing DMSO (see Note 8).

8. Absorbance is recorded at 570 nm with the wells in column 1, which contained
medium, MTT but no cells used as a blank.
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9. A graph is plotted of absorbance (y axis) against drug concentration (x axis). The
mean absorbance reading from the wells in columns 2 and 11 is used as the con-
trol absorbance and the IC50 concentration is determined as the drug concentra-
tion required to reduce the absorbance to half that of the control. IC10 or IC90
values can be determined in the same manner (see Note 9).

3.2. Nonadherent Cells
1. Prepare a cell suspension in fresh growth medium from a flask of cells in expo-

nential growth and count cells. Dilute cells to density of 104 cells /mL (see Note 1)
allowing 30 mL of cell suspension for 3 plates. Transfer the cell suspension
to a 10 cm Petri dish and with a multichannel pipet add 100 µL to the central
10 columns of a round bottomed microtitre plate. Add 200 µL of growth medium
to the wells in columns 1 and 12. Put plates in a plastic box and incubate in a
humidified atmosphere at 37°C while drug solutions are prepared.

2. Eight drug dilutions are prepared essentially as for adherent cells except that the
solutions are prepared at twice the desired final concentration.

3. Growth medium (100 µL) is added to the wells in columns 2 and 11. The drug solu-
tions are added as for the adherent cells but only 100 µL is added to the 100 µL of
cells already in the wells. Plates are placed in the plastic box and incubated for 24 h.

4. Plates are centrifuged (200g, 5 min) to pellet cells before removal of the medium
and a fine gauge needle (24G) is used to prevent removal of the cell pellet. Cells
are fed with 200 µL of growth medium.

5. Plates are processed as for the adherent cells except that they are centrifuged
each time the medium is removed.

4. Notes
1. A cell density of 103 cells/well is suggested as a starting point and is usually suit-

able for cell lines with a doubling time of around 24 h. The aim is for the cells to
remain in exponential growth throughout the assay. If cells in the control wells
(i.e., those not exposed to drug) become confluent they will stop dividing whilst the
drug treated cells will continue growth. As a result, drug sensitivity will be under-
estimated since the control absorbance will be lower than it should be. The initial
cell density can range between 5 × 102 to 104 cells/well depending on the cell line.
An easy way to determine the optimum density is to plate out cells at a range of
densities in a microtiter plate and feed daily for the duration of the assay. Incubate
the plates with MTT and select the density that gives an absorbance value of around
1. Remember to prepare a cell suspension at five times the density required per well
since only 200 µL is added to the well (10 times for non-adherent cells).

2. Microtiter plates vary in their overall plating efficiency and in the variablity of
plating between wells. The assay requires that all wells are replicates and the
choice of plates is therefore a compromise between the optimum overall plating
efficiency and the reproducibility between wells. A detailed statistical evaluation
of microtitre plates showed Corning to be suitable. Furthermore, these plates do
not demonstrate the so called “edge effect” where plating is noticeably reduced
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in the outer wells. Cells are not plated in columns 1 and 12 because these are used
as a blank for the plate reader to allow for the absorbance of the residual medium
and MTT in the wells.

3. The drug solution should be prepared just before use and should be sterile. Many
cytotoxic drug are insoluble in water. Any diluent used to solubilize the drug
should be included as a separate control, usually at the highest concentration to
be used, and added in medium to the cells in column 11. DMSO can be used and
since this is self sterile it avoids possible loss of drug due to binding to the filter.
Most cells will tolerate up to 1% DMSO in culture medium.

4. If the cytotoxicity of the drug is not known a serial dilution with a starting con-
centration of 10–5 M can be used. Once the cytotoxicity is known the drug con-
centration range can be reduced to cover the area of interest.

5. The drug exposure period can be varied. As a rule, cytotoxicity increases with
increasing drug exposure. The most marked effects are seen during the first
24 h and sensitivity usually shows a plateau by 72 h. Factors to take in to
account are the mechanism of action of the drug such that if it is S-phase spe-
cific the exposure period should allow for all cells to have passed through
S-phase. The stability of the drug in culture medium should also be taken in to
account. For drug-exposure periods of greater than 24 h it is recommended that
the drug is replaced at 24 h intervals. Regardless of the drug exposure period
the cells must be allowed to undergo two to three cell doubling times after
removal of the drug.

It is not necessary to use eight wells for each drug concentration. Repro-
ducible results can be obtained from 4 wells/concentration and it is practical
to divide the plate such that one drug is used in rows A–D and a second in
rows E–H.

6. MTT supplied by Sigma has a variable amount of the reduced formazan present.
This is insoluble in PBS and can be filtered out when the solution is prepared.
The solution can be stored, but if it is not sterile or is exposed to light the MTT
will undergo reduction. Check that the solution is bright yellow and if not refilter.
Plates are wrapped in foil to minimize the reduction of MTT by light. The 4-h
incubation period is the time required for maximal MTT reduction. For conve-
nience plates can be incubated for up to 6 h without loss of accuracy.

7. DMSO can damage some multichannel pipets. Costar pipettes are essentially
resistant, but DMSO should still be dispensed with caution.

8. MTT reduction is used to estimate cell numbers at the end of the assay. The
validity of the endpoint depends on a linear relationship between MTT reduction
and cell number. The absorption spectrum of MTT-formazan is pH dependent
and the pH of the MTT-formazan solution in DMSO depends on the cell density
in the well. Glycine buffer is added to shift the pH of all wells to pH 10.5. At this
pH the spectrum shows a single peak with an absorption maximum at about 570 nm.
In contrast, at pH 7 the spectrum shows two absorption maxima, at 500 nm and
570 nm and measurement at a single wavelength underestimated the amount of
MTT-formazan present.
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9. Microtiter plate readers were developed for ELISA techniques and this is reflected
in the computer software available. The Molecular Devices reader is recom-
mended since the software (Softmax™) was developed for diverse applications
and contains a curve fitting facility that is ideal for analysis of survival curves.
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Detection of Apoptotic Cells In Vitro Using the TUNEL Assay

Neil A. Jones and Caroline Dive

1. Introduction
1.1. Principles of Flow Cytometry

Flow cytometry allows rapid multiparameter analyses of individual cells.
Cells are illuminated with incident laser light of a specific wavelength. Result-
ant light scatter signals and fluorescence-emission signals from fluorochromes
contained at the surface of the cell or within it are detected by an array of
photomultiplier tubes. For example, fluorochrome-conjugated antibodies and
DNA interchelating dyes can be used to acquire information on protein expres-
sion and DNA ploidy (via fluorescence signals) together with information on
cell size and structure (via light-scatter signals).

1.2. Chromatin Changes During Apoptosis

Apoptosis is a process whereby cells die via an ordered cellular program
and is therefore often referred to as programmed cell death. Apoptosis is
important in the maintenance of tissue homeostasis and during animal devel-
opment (1,2). Many currently used cytotoxic drugs kill tumor cells because of
their ability to induce apoptosis (3), and apoptosis is increasingly being studied
in the context of drug resistance. Despite the wide variety of stimuli that can
induce apoptosis, most cells undergoing the process exhibit a similar series of
changes, suggesting that these signals converge to engage a common pathway
that is required for the execution of cell death. One of the most widely studied
biochemical process that occurs during apoptosis is the nonrandom cleavage of
genomic DNA. This cleavage is owing to the activation of specific endogenous
endonucleases and results in the formation of a large numbers of DNA strand
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breaks (4). The separation of DNA from these apoptotic cells by agarose gel
electrophoresis and subsequent visualization using ethidium bromide reveals a
characteristic ‘ladder’ pattern (4). Such ‘ladders’ consist of multiples of ~200
base pairs, and occur as a result of cleavage of DNA between nucleosome his-
tone complexes (or bundles). In some cells, such nucleosomal DNA laddering
is not seen, and in these cases high molecular weight (50 or 300 kbp) DNA
fragments may be produced (5–7). These high molecular weight DNA frag-
ments are thought to arise as a result of the release of chromatin from the
nuclear matrix. The identification of such DNA fragmentation by agarose gel
electrophoresis, although indicative of apoptosis, cannot be used as a quantita-
tive assay. In addition, apoptosis of mammalian cells in culture, although regu-
lated, is often asynchronous, and therefore accurate determination of levels
and rates of apoptosis is difficult using the aforementioned assay.

An alternative methodology that can be used to rapidly detect and quantitate
DNA strand breaks in individual cells undergoing apoptosis utilizes flow
cytometry (8). This has the advantage of simultaneous detection of the DNA
strand breaks and cell-cycle distribution in individual cells. In addition this
methodology has been used to detect DNA strand breaks in clinical samples
before and after treatment with cytotoxic drugs (8,9).

During cell death there is an alteration in the ability of cells to scatter light at a
forward angle, reflecting cell size, and at 90°, reflecting cell granularity. These
changes can be detected using flow cytometry. Such changes can be used to dis-
criminate between live cells, dead cells, and cells that are undergoing apoptosis
(10). As mentioned above apoptotic cells characteristically exhibit DNA strand
breaks and these can be detected using terminal deoxynucleotidyl transferase
(TdT)-mediated dUTP Nick End Labeling (TUNEL) and flow cytometry (8).
Exogenous terminal deoxynucleotidyl transferase is used to incorporate either
bromodeoxyuridine triphosphate (BrdUTP) or biotinylated deoxyuridine triph-
osphate (dUTP) to the 3' end of single-stranded DNA. Fragmented DNA can
then be detected by using fluorescein isothiocyanate (FITC)-conjugated anti-
body or FITC-labeled avidin to reveal the incorporation of labeled nucle-
otide. By counterstaining with propidium iodide information on cell cycle
distribution can also be obtained within the same cell. We shall outline the
methodology, which can be used to label strand breaks in suspension or
adherent tissue-culture cells induced to undergo apoptosis, using both of these
deoxynucleotides.

2. Materials (see Note 6)
1. Phosphate-buffered saline (PBS): 10X PBS tablets can be obtained from Oxoid.

1X PBS is made by dissolving 1 tablet in every 100 mL of dH2O. PBS should be
made weekly and kept at 4°C.
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2. Fixatives:
a. 1% (v/v) formaldehyde in PBS: formaldehyde is normally supplied as a 20%

or 40% solution and should therefore be diluted freshly for each experiment
and kept on ice. The formaldehyde should be methanol-free and can be pur-
chased from Polysciences Inc. (Warrington, PA).

b. 100% ethanol and PBS should be prechilled on ice.
3. Terminal deoxynucleotidyl transferase (TdT): can be purchased from Boehringer

Mannheim (Mannheim, Germany) and is supplied as 25 units/µL and stored at –20°C.
4. TdT reaction buffer: supplied with the TdT enzyme as a 5X concentrated solu-

tion (5X concentrated= 1 M potassium cacodylate, 125 mM Tris-HCl, pH 6.6,
1.25 mg/mL bovine serum albumin [BSA]) and stored at –20°C.

5. Cobalt Chloride (CoCl2): supplied as a 25 mM solution with the enzyme and is
stored at –20°C.

6. 20X Sodium chloride-sodium citrate (SSC): Dissolve 17.5g NaCl and 8.8g Tri
sodium citrate in 80 mL dH2O. pH to 7.0 and make up to 100 mL with dH2O.
This should be autoclaved and then stored at room temperature.

7. BrdUTP solution: brdUTP powder (Sigma, St. Louis, MO) is prepared as a 2 mM
solution in 50 mM Tris-HCl, pH 7.5, and stored at –20°C.

8. Biotin-16-dUTP (bt-dUTP) solution: obtained from Boehringer Mannheim as a
50 nM solution and stored at –20°C.

9. Fluorescein isothiocyanate (FITC)-conjugated anti-BrdU antibody: purchased
from Becton Dickinson, Rutherford, NJ.

10. FITC-conjugated anti-BrdU antibody staining solution: Make a solution of PBS
+ 0.1% Triton X-100 + 1% BSA + 0.1 µg/mL FITC-conjugated anti-BrdU anti-
body. This is made up freshly for each experiment and kept on ice.

11. Avidin-FITC stock (1000X): obtained from Sigma. Made as a 5 mg/mL solution
in PBS. This stock solution should be aliquoted and stored at –20°C. Working
stock solutions can be stored at 4°C but should be used within 1 mo and should
only be diluted to a working dilution when required.

12. Avidin-FITC solution: 4X SSC (diluted from 20X SSC using dH2O) + 0.1% (v/v)
Triton X-100 and 5% (w/v) fat-free dried skimmed milk (Marvel, Premier Bever-
ages, Stafford, UK) +5 µg/mL avidin-FITC (purchased from Sigma). Makeup
fresh for each experiment.

13. Washing solution: PBS + 0.1% (v/v) Triton X-100 + 5 mg/mL BSA, make fresh
for each experiment.

14. Propidium iodide (PI) staining solution: PBS + 5 µg/mL PI (Molecular Probes,
Eugene, OK) + 200 µg/mL DNase-free RNase (Sigma) make up fresh immedi-
ately before use. The RNase can be made as a stock of 20 mg/mL in H2O and
stored in aliquots at –20°C.
Flow cytometer: We use a Becton Dickinson FACS Vantage instrument. What-
ever flow cytometer to which you have access, the machine must be set up appro-
priately; because dual-color detection will be used, the machine may require color
compensation adjustment (see Subheading 3.3.). It is important, therefore, that
control reactions are included in each experiment (see Note 5). It is wise to use
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an experienced flow-cytometry user to undertake such adjustments, unless you
know what you are doing. The data analysis shown in Fig. 1 was obtained using
Lysis II software supplied with instrument.

3. Methods
We will describe the two basic methodologies of the TdT assay that can be

used to detect DNA strand breaks in cells undergoing apoptosis (see Note 1).
Both methods are essentially identical, except that Method A utilizes brdUTP
to label DNA ends whereas Method B uses biotinylated nucleotide (biotin-16-
dUTP; bt-dUTP). Incorporation of both the nucleotides is obtained using exog-
enous TdT. Detection of incorporation of these nucleotides is achieved using a
FITC-conjugated BrdU antibody or FITC-labeled avidin (avidin binds to the
biotin conjugated onto the nucleotide). Control reactions must also be carried
out, in addition to experimental samples. These are used to determine nonspe-
cific binding of detection reagents and allow the flow cytometer to be adjusted
to compensate for such binding. These control reactions are highlighted in the
notes section (see Note 5).

Fig. 1. Incorporation of bt-dUTP by exogenous TdT into the DNA of human ova-
rian carcinoma cells exposed to the DNA damaging agent cisplatin. Two-dimensional
frequency contour plots of red fluorescence (x-axis; PI stained DNA) vs green fluores-
cence (y-axis, bt-dUTP labeled with avidin-FITC). Untreated human A2780 ovarian
carcinoma cells; these cells were exposed to 20 µM cisplatin for 1 h and then incubated
for 96 h at 37°C. They were then processed using Method B. Cells with green fluores-
cence above the dotted line are considered to be positive for incorporation of labeled
nucleotide by exogenous TdT and therefore undergoing apoptosis.
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3.1. Method A: Using BrdUTP to Label the DNA Strand Breaks
1. Harvest cells and count using a hemocytometer (see Note 2). Place aliquots of

1 × 106 cells into flow cytometer tubes. Wash once in ice-cold PBS and pour off
the PBS, leaving the pellet with a small amount of fluid. Cells are pelleted at
200g for 5 min.

2. Vortex the cell pellet while adding 1 mL of the formaldehyde fixative solution
(see Note 3). Vortexing at the same time as adding the fixative will reduce cell
clumping, which could block the flow cytometer. Leave the cells to fix on ice for
15 min.

3. Pellet cells and wash once with 2 mL PBS. Resuspend the pellet in 300 µL ice-
cold PBS. Add 700 µL ice-cold ethanol, again while the cells are being vortexed.
The cells can now be stored in the refrigerator for up to 2 wk; if the cells are to be
used immediately, they must be in this ethanol fixative for at least 30 min on ice.
The ability to keep the fixed cells for a period of time means that time-course
experiments can be undertaken and the samples then processed for end-labeling
at the same time.

4. On the day of the end-labeling experiment, spin the cells down and remove the
ethanol solution. The cells should then be rehydrated in 1 mL PBS for 15 min. It
is a good idea at this stage to look at the cells by microscopy to make sure there
are no large clumps of cells.

5. Spin cells down (see Note 4) and resuspend the pellets in 50 µL of 1X TdT reac-
tion buffer (the 5X concentrated stock is diluted to 1X with dH2O). Add 1 µL
TdT (5 units; the enzyme is supplied at 25 U/µL and should be diluted to 5 U/µL
with 1X reaction buffer) and 2 µL brdUTP. Incubate at 37°C for 40 min.

6. Add 2 mL of washing buffer to each tube and spin down (see Note 4).
7. Resuspend the pellet in 50 µL of the FITC-conjugated BrdU antibody solution

and incubate at room temperature for 30 min in the dark.
8. Add 2 mL of washing buffer to each tube and spin down.
9. Resuspend the cell pellet in 1 mL of PI staining solution and incubate for 30 min

at room temperature again in the dark.
10. Analyze the cells by flow cytometry (see Note 5).

3.2. Method B: Using Biotin-16-dUTP to Label the Strand Breaks
1. Harvest cells and count using a hemocytometer (see Note 2). Place aliquots of

1 × 106 cells into flow cytometer tubes. Wash once in ice-cold PBS, then pour off
the PBS, leaving the pellet with a small amount of fluid. Cells are pelleted at
200g for 5 min.

2. Vortex the cell pellet while adding 1 mL of the formaldehyde fixative (see Note 3).
Vortexing at the same time as adding the fixative will reduce cell clumping, which
may block the flow cytometer. Leave the cells to fix on ice for 15 min.

3. Pellet cells and wash once with 2 mL PBS. Resuspend the pellet in 300 µL ice cold
PBS. Add 700 µL ice-cold ethanol, again while the cells are being vortexed. The
cells can now be stored in the refrigerator for up to 2 wk; if the cells are to be used
immediately, they must be in this ethanol fixative for a minimum of 30 min on ice.
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4. On the day of the labeling experiment, spin the cells down and remove the etha-
nol solution. The cells should then be rehydrated in 1 mL PBS for 15 min. Look
at the cells now by microscopy to make sure there are no large clumps of cells.

5. Spin cells down (see Note 4) and resuspend the pellets in 50 µL of TdT reaction
buffer (the 5X concentrated stock is diluted to 1X with H2O). Add 1 µL TdT
(5 units; (the enzyme is supplied at 25 U/µL and should be diluted to 5 U/µL with
1X reaction buffer) and 0.5 µL of bt-dUTP (0.5 nM final concentration). Incubate
at 37°C for 40 min.

6. Add 2 mL of washing buffer to each tube and spin down (see Note 4).
7. Resuspend the pellet in 50 µL of the avidin-FITC solution containing 5 µg/mL

avidin-FITC (1 in 1000 dilution of the stock solution). Incubate in the dark at
room temperature for 30 min.

8. Add 2 mL of washing buffer to each tube and spin down.
9. Resuspend the cell pellet in 1 mL of PI staining solution and incubate for 30 min

at room temperature again in the dark.
10. Analyze the cells by flow cytometry (see Note 5).

3.3. Data Analysis

Light-scatter properties are used to discriminate large cell clumps and
cellular debris by placement of an electronic gate around intact fixed cells
on a scatter plot prior to analysis of DNA fragmentation. Such gating should
be done when running the control samples (see Subheading 3. and Note 5).
To measure the binding of FITC-labeled antibody to incorporated nucle-
otide at the same time as cell-cycle distribution via PI binding to DNA, the
following laser wavelengths should be used:

1. The samples should be illuminated with a 488 nm laser line. 10,000 cells are
analyzed/sample with a flow rate of 300–500 cells/s.

2. Green fluorescence of the FITC is detected using a 530 nm ± 20 nm band pass
filter. Red fluorescence of the PI bound to DNA is measured at 630 ± 22 nm band
pass filter. The green and red fluorescence should be separated using a 560 nm
short pass dichroic filter. Check to see whether color compensation is required by
analysis of green only, and then red only fluorescing cells. Two cells in G1 phase
of the cell cycle passing the laser together can be discriminated from a single cell
in G2 using pulse width analysis (see 11).

A typical two-dimensional profile of green and red fluorescence is shown in
Fig. 1. For each cell that passes in single file through the laser, both red fluo-
rescence and green fluorescence are measured. The amount of PI binding to
DNA which indicates phase of cell cycle is plotted on the x axis. The y axis
shows the amount of green fluorescence displayed by the cells and therefore
indicates the extent of incorporation of the labeled nucleotide. Elevated green
fluorescence exhibited by the cells is taken as a measure of the number of
strand breaks and therefore the extent of apoptosis in the cells. The percentage
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of cells exhibiting high green fluorescence is determined using a gate posi-
tioned above the green fluorescence levels observed in control samples.

4. Notes
1. In our experience quantification of apoptosis using this assay in apoptotic cells

that fail to 200bp ladder, but that do produce 30 and 500 kb DNA fragments, is
quite difficult, although not impossible (12). This is because there are fewer DNA
strand breaks and therefore fewer free DNA ends with which to label. It is there-
fore worthwhile to determine if your chosen cell type does undergo nucleosomal
DNA laddering when they apoptose, this can be determined using conventional
agarose gel electrophoresis.

2. All samples should contain equal cell numbers (1 × 106 or more is ideal because
of the inevitable loss of cells during the washing steps) to ensure that the reagents
are not limiting for efficient labeling of the DNA.

3. Cell fixation using cross-linking agents is essential. This prevents loss of small
DNA fragments during the labeling and detection reactions and after the washes.
Vortexing of the cells when adding the fixatives is vital, particularly when using
cells that normally grow as adherent monolayers in vitro, this reduces cell clump-
ing that, if high, would block the flow of sample in the flow cytometer. It is
therefore worthwhile to check by microscopy that the cell suspension contains
single cells and not clumps before running the samples through the flow cytom-
eter. Very fragile cells may not survive these procedures and therefore this may
not be an ideal method with which to measure apoptosis; empirical determination
of the suitability of this method to detect strand breaks for different cell types
must be carried out. (Alternatively, try the Annexin V binding assay on fixed
cells [13], or the Hoeschst assay on unfixed cells [14].)

4. During washes, make sure the wash buffer is completely removed and that the
pelleted cells are as dry as possible. The small reaction volumes used mean that any
wash buffer that does remain with the pellets after washing will dilute the enzyme
or antibody reaction mixes, which may therefore reduce the efficiency of incorpo-
ration of nucleotides into the strand breaks and their subsequent detection.

5. As highlighted in Subheading 3., it is essential that control reactions are included
in every experiment, this allows the flow cytometer to be set up and adjusted as
necessary. The following samples are needed in addition to the experimental
samples you want to run:

Using control healthy cells with no strand breaks:
a. blank (just cells).
b. TdT only (no BrdU antibody or avidin-FITC or PI).
c. BrdU antibody or avidin-FITC only (no TdT enzyme or PI).
d. TdT and BrdU antibody or avidin-FITC (no PI).
e. PI only (no TdT or BrdU antibody or avidin-FITC).

Dying cells with strand breaks
f. TdT and BrdU antibody or avidin-FITC.
g. PI only.
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6. There are now a number of commercially available kits with which to undertake
this assay; they can be obtained, for example, from Appligene Oncor (Illkirch,
France), Boehringer Mannheim, Pharmingen (San Diego, CA), or Promega
(Madison, WI).
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Analysis of Apoptosis in Tissue Sections

Vicki Save, Philip J. Coates, and Peter A. Hall

1. Introduction
The recognition over the past decade that apoptosis represents a critical ele-

ment in cell number control in physiological and pathological situations has
been well-reviewed (1–4). In addition there is increasing recognition that many
of the effects of chemo- and radiotherapeutic agents are mediated by apoptosis
(5–7). The seminal work of Kerr, Wyllie, and Currie (8), building upon the
earlier observations of Glucksmann (9) and Saunders (10), should be read by
those interested in assaying apoptosis because of the excellent photomicro-
graphs that document the morphological features of the process. This is impor-
tant, because despite considerable progress in the understanding of the
mechanistic basis of apoptosis, morphological analysis remains unquestion-
ably the “gold standard” for its assessment and quantitation.

Apoptosis is a regulated and active process. Although a diverse range of
insults and physiological events can lead to apoptosis, the process is remark-
ably stereotyped, with a program of activities leading to the final morphologi-
cal events that are similar throughout phylogeny and may be recapitulated in
most (if not all) cell types. Mounting data indicate that much of the machinery
for the implementation of the apoptotic response is “hard-wired” in cells, being
present all the time but kept in an “off” state, and rapidly recruited into an “on”
state if needed. Consequently, and despite much effort, there remain few bio-
chemical markers of the apoptotic process that are specific for this complex
regulated process. Similarly, although many potential regulators of apoptosis
are described, critical examination of the available data indicates that there is
little consensus on their value as markers of apoptosis.

A critical point for the quantitation of apoptosis is that, irrespective of the
initiating insult, the time course of apoptosis is very fast (11,12). Moreover,
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the clearance of the resultant debris (either by professional phagocytes or
bystander [amateur] phagocytes) is, rapid. Coles et al. (13) suggested that clear-
ance times of less than 1 h were typical. The rapid nature of apoptosis means
that in any static analysis, a very small number of apoptotic cells observed at a
given instant might, in fact, reflect a very considerable contribution to cell
turnover. Dramatic evidence for this came from studies of the physiological
contribution of apoptosis in renal development (13) and in the steady-state
regulation of intestinal epithelial populations (14). Although the process of
apoptosis and its clearance is (as far as we can tell) always rapid, there may be
some variation between cell types or in relation to different insults. This has
important implications for the quantitation of apoptosis, as highlighted by
Potten (15).

Given its contribution to cell turnover in physiological, pathological, and
toxicological situations, it is important to be able to identify and quantitate the
process of apoptosis in cells and in tissues. Ideally, one would like a technique
that is sensitive and highly selective for apoptosis, as well as being easily
applicable to routinely prepared tissue sections. Here, we review the various
options that can be used to identify and quantitate apoptosis, concentrating on
those methods applicable to tissues sections. A detailed method for the identi-
fication of apoptosis using in situ end-labeling of DNA fragments (In situ end-
labeling techniques [ISEL]/terminal deoxynucleotidyl transferase-mediated
UTP nick-end labeling [TUNEL]) is given.

2. Materials

1. Tissues and cells: in situ end-labeling techniques can be applied to cells grown in
culture, to frozen tissue sections, or to formalin-fixed, paraffin-embedded mate-
rial, such as that found in surgical pathology archives.

2. Frozen material or tissue culture cells may be fixed by immersion for 10 min in
50% methanol/50% acetone at –20°C, followed by air drying. Alternatively, a
4% solution of paraformaldehyde can be prepared by dissolving 4 g of paraform-
aldehyde powder in 80 mL of water with gentle heating and the addition of 1 M
NaOH until the powder dissolves. The solution is made up to 90 mL with dis-
tilled water, and 10 mL of a 10X PBS solution added.

3. Proteinase K: A stock solution of proteinase K (Sigma, Poole, Dorset, UK; P2308)
is prepared by dissolving 10 mg of enzyme in 1 mL of water, to give a 10 mg/mL
concentration. The enzyme is aliquoted and stored frozen. The aliquots should
not be thawed and re-frozen more than twice. For use, 5 mL of the stock solution
is diluted into 5 mL of sterile 50 mM Tris-HCl, pH 8.0, 1 mM ethylenediam-
inetetraacetic acid (EDTA).

4. In Situ End-Labeling Buffer: 0.01 mM of each of biotin-dATP, dCTP, dGTP, and
dTTP, in 50 mM Tris-HCl, pH 7.5, 5 mM MgCl2, 10 mM 2-Mercaptoethanol,
0.005% bovine serum dibumin (BSA) (molecular biology grade, e.g., Sigma
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B2518), and 5 units/mL Klenow fragment of DNA polymerase I. The labeling
solution without polymerase can be prepared in bulk and stored frozen in aliquots,
but the DNA polymerase must be added immediately prior to use. The biotinylated
nucleotide can be obtained from Life Technologies Ltd. (Paisley, Scotland; cat. no.
19534-016). Deoxynucleotide triphosphates can be purchased as a set from Boehringer
Mannheim UK, East Sussex, UK; cat. no. 1277 049 (see Notes 4, 5, and 7).

5. Horseradish peroxidase-conjugated avidin (Dako Ltd., Bucks, UK; P364) is made
freshly by diluting 5 mL into 1 mL of phosphate-buffered saline (PBS) contain-
ing 1% BSA (Sigma, A9647).

6. 70, 90, and 95% alcohol (analytical grade).

3. Methods
3.1. Demonstration of Apoptosis: Comparison of Methods

3.1.1. Morphology

The phenomenon of apoptosis is defined by a series of morphological
changes (8,16,17). The classical features are best seen by electron microscopy,
but can be observed at the light microscopic level using nucleic acid-binding
dyes, such as haematoxylin, acridine orange, or propidium iodide (PI) (8,13,16,18).
The first signs of apoptotic cell death are a condensation of the nuclear mate-
rial, with a marked accumulation of densely stained chromatin, typically at the
edge of the nucleus. This is accompanied by cell shrinkage. Cytoplasmic blebs
appear on the cell surface, best seen by time-lapse video-microscopy (19), and
the cell detaches from its neighbors. The nuclear outline often becomes highly
folded and the nucleus breaks up, with discrete fragments dispersing through-
out the cytoplasm. Eventually, the cells themselves fragment, with the forma-
tion of a number of membrane-bound apoptotic bodies. Apoptotic bodies are
generally phagocytosed by surrounding cells, which are not necessarily derived
from the mononuclear phagocytic system. Therefore, the most common sign of
apoptosis in a tissue section is the presence of apoptotic bodies, which may be
seen as extracellular bodies, or, after phagocytosis, inside other cells. Apoptotic
bodies have a diverse appearance, particularly in regard to their size. They are
generally oval or round in shape, and are most easily recognized when they
contain large amounts of homogeneous, condensed chromatin. The morpho-
logical features of apoptosis have been extensively reviewed, and plentiful
illustrations of both the light and electron microscopic appearances are pro-
vided in these publications (8,16,17,20,21).

3.1.2. DNA Laddering

A characteristic feature of apoptosis is DNA fragmentation. Wyllie (22)
described, in association with apoptosis, nucleosomal fragmentation which can
be seen by agarose electrophoresis with a ladder of DNA bands representing
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multiples of 180–200 base pairs. This DNA “ladder” correlates with the early
morphological signs of apoptosis (23), and so this technique has been widely
used as a distinctive marker of the process (24–28). DNA laddering is not seen
in cells that have undergone necrosis, which show a random fragmentation
pattern, leading to smears on agarose electrophoresis (22). However, the
method is not easily quantified and cannot be applied (in this form) to tissue
sections. Moreover, although it is clear that DNA degradation is a common
feature of apoptosis, it is also evident that not all cells which undergo apoptosis
show the formation of a nucleosomal-sized ladder of DNA. In some cases,
DNA fragmentation appears to be delayed (29), although other researchers
reported a complete lack of DNA laddering (30). It has recently been shown
that cells undergoing apoptosis may show only very limited DNA degradation,
with the formation of 300 or 50 kilobase fragments (31). These fragments are
thought to represent the release of loops of chromatin from their attachment
points on the nuclear scaffold. These changes cannot be seen on conventional
electrophoresis, but require the use of pulsed field gel electrophoresis (PFGE)
to allow the separation of large DNA fragments.

3.1.3. ISEL or TUNEL

The property of DNA fragmentation in apoptosis can be utilized to identify
cells undergoing this process (32–36) because certain enzymes can add labeled
nucleotides to the DNA ends. The labeled nucleotides can then be identified by
immunological methods akin to immunohistochemistry. Such methods were
originally termed TUNEL (terminal deoxynucleotidyl transferase mediated
UTP nick end labeling) but are also referred to as ISEL (In Situ end-labeling
techniques). Strictly, the different names relate to the different enzymes
employed, and while there are theoretical and some practical differences, the
similarity of technique and result make the names essentially interchangeable.
A comparison of the methodologies employing terminal deoxynucleotidyl
transferase (TdT) (TUNEL) and Klenow fragment of DNA polymerase (ISEL)
was reported by Mundle et al. (37), who demonstrated that TUNEL appeared
more sensitive than ISEL. This is because TdT can label 3' recessed, 5' recessed,
or blunt ends of DNA, whereas ISEL labels only those with 3' recessed ends.
All three types of DNA end are seen in apoptosis, and thus, in principle, TdT-
based methods should be more sensitive than Klenow polymerase methods.
Despite this, in practice ISEL and TUNEL appear functionally interchangeable.

Irrespective of the enzyme employed a variety of labels could be used,
including radioactive nucleotide triphosphates. However, methods based on
the use of nonisotopic labels have been developed and are superior for a vari-
ety of reasons, including ease of use, stability, simplicity, and speed of detec-
tion, and the increased resolution obtained. Using this approach, it has been
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clearly shown that the amount and distribution of labeled cells is closely corre-
lated with the amount and distribution of cells known to be undergoing
apoptosis using other methods (33–36). The method can be modified for fluo-
rescence detection in situ or by flow cytometry or detection at the light or ultra-
structural levels (36,38). In addition, the use of immunocytochemistry for
cell-surface antigens in combination with TUNEL/ISEL allows the identifica-
tion of the particular cell types undergoing apoptosis, and could also be used to
measure phenotypic changes in apoptotic cells (36,39) and with in-situ hybrid-
ization methods (40).

The protocol for TUNEL/ISEL is given in Subheading 3.3., based upon our
experience (14,35,41,42). A number of variables must be considered when
performing the technique. The staining results depend on a variety of factors,
including the rapidity and extent of fixation, the extent and nature of proteolytic
digestion, the specificity of the DNA polymerase, the extent of incorporation
of labeled nucleotide triphosphate and the sensitivity of detection of the label.

3.2. Fixation

Frozen material or tissue-culture cells may be fixed by immersion for 10 min
in 50% methanol/50% acetone at –20°C, followed by air drying. Alternatively,
a 4% solution of paraformaldehyde can be prepared by dissolving 4 g of
paraformaldehyde powder in 80 mL of water with gentle heating and the addi-
tion of 1 M NaOH until the powder dissolves. The solution is made up to 90 mL
with distilled water, and 10 mL of a 10X PBS solution added. Fixation is for 10
min at 4°C, and slides are then rinsed in PBS. Tissues or cells which are to be
used for TUNEL/ISEL should be fixed as quickly as possible, because delay
causes significant artifacts.

Importantly, it has been shown that TUNEL/ISEL can be performed on sec-
tions of archival tissues after formalin fixation and storage as wax blocks. When
using tissue sections that have been fixed in formaldehyde, it is necessary to
use a protease in order to break some of the cross- links formed between pro-
teins, and thereby allow access of the reagents to the degraded DNA. Either
pepsin or proteinase K can be used for this step, and the extent of digestion
varies with the extent of fixation. In general, too much digestion leads to some
nonspecific staining, whereas too little digestion results in a decrease in the
intensity of staining of apoptotic cells. Proteolytic digestion is not required
when using frozen cells or tissue sections fixed in acetone/methanol.

3.3. ISEL

1. 3–4 mm paraffin sections are mounted on silane-coated glass slides and allowed
to dry.

2. Sections are dewaxed, rinsed in alcohol, and air-dried.
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3. Digest with 10 mg/mL of proteinase K (Sigma, P2308) diluted in sterile buffer
(50 mM Tris-HCl, pH 8.0, 1 mM EDTA) for 30 minutes at 37°C (see Notes 2 and 3).

4. Wash in sterile distilled water three times, rinse in 70, 90, and 95% alcohol and
air-dry.

5. Prepare 40–60 mL ISEL buffer for each section and keep on ice (see Notes 4, 5,
and 7).

6. Carefully pipet the mixture over the tissue section, and place a cleaned glass
coverslip over the section to prevent evaporation.

7. Incubate at 37°C for 1 h in a moist chamber.
8. Terminate the reaction by washing sections in distilled water three times, being

careful not to scratch the tissue surface when removing the coverslip.
9. Block endogenous peroxidase activity with methanol containing 0.5% H2O2 (100

volumes) for 30 min (see Note 6). Wash three times in distilled water and rinse in
PBS, pH 7.4.

10. Incubate with diluted horseradish peroxidase-conjugated avidin (see Notes 5 and 6).
11. Wash in PBS three times (5 min each) and develop in diaminobenzidine-H2O2.

Lightly counterstain with hematoxylin and mount in resin.
12. View under a light microscope, where apoptotic nuclei are stained brown and

nonapoptotic cell nuclei appear blue (see Notes 8, 9, 10).

4. Notes
1. A number of kits are available and work very well and have good documentation.

For example, the ApopTag Plus Kit marketed by Oncor (Appligene), the in situ
cell-death detection kits (Boehringer Mannheim), or the FragEL kits (Calbiochem/
Oncogene Research). However, these kits can be expensive and there is no rea-
son why the component parts cannot be purchased from other competitive sup-
pliers and incorporated into the methods. The ability to undertake these methods
is critically based on having good basic histological and immunohistological
skills. If you do not have these, go to a lab that has them, in order to learn.

2. Proteinase K should not be used if preparations have been fixed in methanol/acetone.
3. The conditions for proteolytic digestion may need to be varied, and it is advisable

in the first instance to perform a series of digestions, varying the concentration of
proteinase K from 1–20 mg/mL. In principle, any enzyme with proteolytic activ-
ity can be used, but remember that enzyme preparations may be contaminated
with nuclease activities which could give false positive results. For this reason,
pepsin or proteinase K are good choices, because the former is used at low pH
where nucleases would not be active, and the latter is supplied in a highly puri-
fied form and is effectively free of nuclease activity.

4. To avoid contamination by DNases, it is advisable to sterilize the solutions used
in the TUNEL/ISEL procedure, particularly the labeling buffer, and to use sterile
pipet tips and microcentrifuge tubes.

5. Digoxigenin-11-dUTP (Boehringer Mannheim) can be substituted for the
biotinylated dATP at the same concentration (but note that the unlabeled nucle-
otides should then be dATP, dCTP, and dGTP). In this case, the reaction is
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detected by incubation with antidigoxigenin antibodies (e.g., peroxidase conju-
gated antidigoxigenin, cat. no. 1207733, diluted 1:200). Nucleotide triphosphates
labeled with fluorescent markers are also available.

6. This method uses detection of biotinylated sites with peroxidase and is highly
suited for assessment of paraffin sections. The protocol should be amended if a
different label has been used, or if a different detection system is preferred (e.g.,
fluorescent detection).

7. A variety of enzymes can be used for incorporation of the label. Klenow frag-
ment of DNA polymerase I is preferable to the DNA polymerase I holoenzyme
because it has the identical polymerase activity, but lacks the exonuclease activ-
ity that could cause artifactual labeling (43). Alternatively one can use TdT (33),
which adds on long tails of nucleotides to the 3' hydroxyl ends of DNA without
the need for a template strand (43). It is extremely important to use the correct
concentration of enzyme, as increased amounts will lead to nonspecific staining
of morphologically normal nuclei (34,35). Obviously, insufficient enzyme will
lead to a reduction in the staining of apoptotic nuclei.

8. Modifications of the basic method for are well documented for flow cytometry
(see Chapter 4) (36), and Kits are also sold by Oncor, Appligene, and Boehringer
Mannheim.

9. Controls: As with any technique it is essential to perform a number of controls. A
positive control section should be included with each batch, to test for variations;
in the intensity of staining from day to day. For each test section, an appropriate
immunohistochemical control should be performed to test for the presence of
endogenous enzyme activities and/or nonspecific binding of the detection
reagents. This is most easily achieved by the exclusion of the enzyme or the
labeled nucleotide from the TUNEL/ISEL reaction mixture.

10. Staining Patterns and their Interpretation: Irrespective of the enzyme or label
employed, not all apoptotic bodies are intensely stained, and in particular, it is
not uncommon to see that the extremely condensed nuclei are relatively
unstained. This may be owing to problems with penetration of the reagents into
these nuclei. The nuclei of nonapoptotic cells should be unstained by the tech-
nique, if the enzyme digestion has been performed correctly. A generalized stain-
ing of all or many apparently normal nuclei suggests that proteolytic digestion
has been too harsh—a similar effect is seen if a DNAase treatment is used as a
positive control (34,35). Necrotic cells are also stained by the method (41) and
there are a number of situations in which staining can be seen in morphologically
normal nuclei, for example in spermatogonia (35) and after exposure to some
DNA damaging agents (44). DNA breaks could be present as the result of fixa-
tion and processing procedures, which result in the accumulation of lower
molecular-weight DNA. In addition, the action of section cutting and various
pretreatments, such as exposure to hydrogen peroxide to block endogenous per-
oxidase activity, might also cause DNA breaks in cells. In practice, this means
that a range of concentrations of enzyme may need to be tested, particularly when
using the technique for the first time.
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11. Specificity: TUNEL/ISEL can by no means be said to be specific for apoptosis.
Fortunately, the discrimination between large numbers of stained cells in an area
of necrosis, and the presence of scattered cells undergoing apoptosis should not
pose a great problem to a trained histologist. However, of course, the effects of
speed of fixation, and the penetration rates of fixative may also influence the
staining characteristics of the tissue. For instance, if a large piece of tissue is
immersed in fixative, there will be a significant delay before cells in the center of
the tissue are fixed, with the possible result of autolysis. For most purposes, the
TUNEL/ISEL technique can be considered a selective (rather than a specific) tech-
nique for the identification of apoptosis in histological material. The technique assists
with the identification and quantitation of apoptosis, but must be employed in con-
junction with simple morphological examination in order to exclude artefactual stain-
ing caused by technical aspects, and staining as a result of demonstrating DNA strand
breaks, resulting from other physiological or pathological processes.

12. Immunohistochemical methods. In recent years, a large number of antibodies
have been marketed for apoptosis research. The vast majority of these recognize
proteins that can influence apoptosis in certain instances, but are neither univer-
sal nor specific. Indeed, because apoptosis is a consequence of the activation of
pre-existing mechanisms within a cell, there has been relatively little progress in
the identification and use of antigens whose expression is correlated with this
form of cell death. Immunohistological detection of the expression of regulatory
proteins (e.g., Bcl-2 or BAX) has been reported (see also Chapter 18), but the
utility of this approach as a marker of apoptosis is unsubstantiated. Moreover,
there have been significant problems with the specificity of some reagents pur-
ported to be, apoptosis specific and the authors urge extreme caution (see, for
example, the caveat on BAX staining in ref. 45). A novel approach recently
reported is the detection of Annexin IV expression in apopotic cells as a conse-
quence of membrane changes (46,47). Unfortunately, this method requires the
use of unfixed cells and cannot be applied (at present) to histological material.
The use of antibodies to clusterin (also known as TRPM-2, or SOP-2) has also
been correlated with apoptosis in certain situations, although this protein is not a
universal marker, nor is it specific for apoptosis (48). Perhaps the most widely
used immunhistochemical marker of apoptosis is the identification of tissue
transglutaminase (tTG) (49,50), although even here recent data suggests that TG
is not always induced during apoptosis (51) Finally, apoptosis can also be dem-
onstrated by in situ hybridization (52) although the utility of this method also
remains to be established.

13. Flow Cytometry (see also Chapter 4). The detection of fragmented nuclei by
flow cytometry is now a widely used and accepted method for the detection and
quantitation of apoptosis (28,53). The methods rely on the use of DNA binding
dye (usually PI), which intercalates stoichiometrically with DNA and allows the
quantitation of DNA content. A sub-G1 peak is reliably found to be indicative of
apoptosis (because of the DNA fragmentation) and the peak size reflects the
amount of apoptosis in the sample. The method is easily applied to cell suspen-
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sions and can also be applied to material derived from histological samples,
although this is associated with higher ‘background levels’ and, of course, results in
the loss of potentially important spatial and micro-anatomical information. The
appearance of phosphatidylserine on the cell surface can also be measured by fluo-
rescence activated cell sorter (FACS), through binding of fluorescein isothiocyanate
(FITC)-tagged annexin V. Simultaneous staining with PI aids with the identification
of the apoptotic cell population.

14. A variety of enzyme-linked immunosorbent assay (ELISA)-based methods for
the quantitation of apoptosis that are limited to cell culture systems have recently
been developed and marketed (Boehringer Mannheim; Calbiochem, for example).
These assays utilize the release of usually insoluble nuclear molecules into the
cytoplasm of dying cells, and kits are available for the measurement of nucleo-
somes or nuclear matrix proteins. In addition, a western blot method has also
been proposed, based on the cleavage of the 113kDa poly(ADP-ribose) poly-
merase into 89kDa and 24kDa fragments by members of the interleukin convert-
ing enzyme (ICE)-like proteases, which are activated during apoptosis (54).

15. Quantitation of apoptosis: comparison of methods: This is a real problem! Much
of the currently available literature on apoptosis is problematic because of inad-
equate quantitation procedures. The application of stereological and morphomet-
ric principles to quantitation in histology is difficult: many authors get around
this problem by ignoring it. Moreover, many texts on the subject are at best
impenetrable. The use of flow cytometric methods (see Chapter 4) does lend to
the problem the advantages of objective assessment of large numbers of events
(>104 typically): those wishing to use in situ techniques will not be easily able to
match that, but will obtain valuable information relating to micro-anatomical
variation, which may be of fundamental biological importance. It is worth restat-
ing that the ability of cells to proliferate, differentiate, and die by apoptosis is
regulated by position (anatomical and within cellular hierarchies) (15).

The critical issues are simply stated:
a. The confidence that can be placed on the data depends upon the effort and

rigor invested in its generation.
b. Where the levels of apoptosis are low (the usual state of affairs), very large

numbers of events must be quantitated for accuracy.
c. Methods based on semiquantitative approaches, the use of high-power fields

as denominator, the failure to define reproducibility of assessment, and meth-
ods that do not consider the heterogeneity implicit in biological samples are
to be deprecated.

4.1. Given This, What Can Be Done?

4.1.1. What to Count?
ISEL- or TUNEL-stained samples will make the microscopic assessment

easier and perhaps more objective, particularly if the observer is not an experi-
enced microscopist. On the other hand, these methods may underestimate the
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true number of apoptotic bodies and may be influenced by artefacts (owing to
fixation (14) or nonapoptotic processes (35,44)]. The former may not matter,
because the ‘error’ will be systematic and the same in all samples. The latter
is significant, but can be minimized by careful control of sample handling. In
the hands of an experienced microscopist then, fluorescent dye-based assays
(13), or even simple hematoxylin, will be useful (14). Double labeling may
be useful in very specialized circumstances (14) and ISEL methods can be
combined with both immunocytochemical techniques (see, for example,
ref. 39) and with in situ hybridization methods (see, for example, ref. 40) to
good effect.

4.1.2. How Many Events to Count?

Pragmatism must be the key word, and there must be a compromise between
the quality of the data, the time taken to generate that data, and the importance
of the question. Although statistical approaches can be employed to determine
how many events must be assessed (see ref. 55 for a discussion), the authors
favor an experimental approach based on the generation of a ‘wandering mean’
in a small number of representative examples from the population of cases to
be studied. To generate this data the following procedure should be undertaken.
Count the number of events (TUNEL/ISEL-positive or apoptotic bodies) and
total number of relevant cells in the first microscopic field. This will give the
first score (A1 based on N1 cells). In the second field, the process is repeated
and running scores recorded to give a running mean (A2 based on N2 cells).
This process is repeated to give multiple running averages (A3, N3 . . . An,
Nn). If these are plotted, the mean will be seen to wander and eventually oscil-
late about a mean value, and as N increases, this will become less. This proce-
dure can then define experimentally the number of events to be assessed to
produce a given quality of data.

5. Conclusions
Although we have a burgeoning knowledge of the mechanistic basis of

apoptosis and an increasing recognition of its contribution to both physiologi-
cal and pathological processes, the ability to quantitate objectively this process
remains poorly developed. It is the view of these authors that if apoptosis is to
be assessed in histological material, then there is no escape from meticulous
and painstaking microscopy coupled with rigorous and meticulous quantitation.
Whether this is the quantitation of morphologically defined events (‘the gold
standard’), or of TUNEL/ISEL-defined events, is in our view a relatively
unimportant issue; they will correlate very well, but both have inherent prob-
lems. Arguably, the morphological approach is perhaps more satisfactory, but,
curiously, the additional complexity of TUNEL/ISEL attracts some workers!
In the end, the choice of method will depend on the experience of the researcher
in histological analysis and microscopy.
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Measurement of P-glycoprotein Function

Henk J. Broxterman

1. Introduction
The MDR1-encoded P-glycoprotein (Pgp), when overexpressed in tumor

cells, confers resistance to many clinically important classes of anticancer
drugs. This phenomenon is called multidrug resistance (MDR). The finding
that this gene was expressed in many types of human cancers has stimulated
many studies into the relevance of this protein for clinical chemotherapy resis-
tance (1). Pgp is a protein that causes a net transport of substrate drug mol-
ecules over the plasma membrane of the cell, resulting in a lowered free
cytosolic drug concentration. Therefore, the drug target(s) “feel” a lower drug
concentration, resulting in less drug-induced damage and cell-kill. The mea-
surement of the active (adenosine triphosphate [ATP]-dependent) drug trans-
port or efflux function of Pgp is, therefore, a theoretically elegant way to
quantify the number of active or “functional” Pgp molecules per cell (2,3).
Such assays are called functional assays in this chapter. One disadvantage is,
however, that without additional data no unambiguous evidence of the molecu-
lar nature of the transport protein is obtained, the advantage is that the relevant
biological feature is measured. The latter cannot be derived easily from the
mRNA or protein expression levels, because a number of factors may influ-
ence the net effect of transporter proteins, such as other membrane properties
specific to certain cells (3,4). In practice, important criteria for the usefulness
of any MDR assay are its specificity, sensitivity, and reproducibility. During
an international workshop, it was found that functional Pgp assays performed
better than other assays in the study of acute myelogenous leukemia (AML)
(5). This fits closely with the experience that functional Pgp assays are, in
practice, limited to the study of “liquid” tumors, mainly leukemias (6). In fact,
the only limitation—albeit a serious one—of the functional assays is the need
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of viable tumor-cell suspensions, which are difficult to obtain from many solid
tumors. Because of the limited use of functional assays for solid tumor-derived
cells, we describe here a protocol only for leukemias. If viable tumor cells
from a solid tumor can be obtained, functional Pgp assays can be set up analo-
gous to the assays for leukemias (7,8). As mentioned, a functional assay for
Pgp is a measure of the active efflux of a Pgp substrate over the plasma mem-
brane. This requires detection of substrate molecules taken up by the cells after
a certain time period of incubation of cells with the substrate. Alternatively,
the substrate that is retained in the cells or effluxed into the medium after an
efflux period in substrate-free medium is measured. Substrates initially used
for these assays were the anthracyclines doxorubicin or daunorubicin. These
can be conveniently measured because of their intrinsic fluorescence proper-
ties (9) or their availability in radiolabeled form (10). The use of a flow cytom-
eter with fluorescence detection has great advantage in routine detection in
hematology; therefore, it is the method of choice.

An important improvement of these assays is the use of fluorescent Pgp
substrates with a much higher sensitivity than the anthracyclines. Many of these
are dyes that had other applications to monitor cellular functions, such as viabil-
ity, mitochondrial potential, or pH. We and others have compared extensively
many of these dyes for their sensitivity and specificity to detect Pgp function in
tumor cell lines (8,11), hematopoietic progenitor cells (12) and AMLs (13).
We have chosen to use rhodamine 123 as dye and have validated its use by
direct comparison with radiolabeled daunorubicin and vincristine accumula-
tion in AMLs (14).

A second important and practical improvement is the use of a compound
that blocks the efflux of the fluorescent substrate. The measurement of the
ratio of fluorescent probe accumulating in the cell with and without a Pgp
blocker makes the obtained data less dependent on a number of parameters that
may cause variation between cells and samples. We have chosen to use the
cyclosporin analog PSC 833 as Pgp inhibitor, which, at a concentration of
2 µM, completely blocks the Pgp-mediated efflux of probes such as daunorubi-
cin or rhodamine 123 in cells with a clinically relevant Pgp content (6,11,14).
In addition, we have chosen to measure the practically more convenient cellu-
lar accumulation of probe instead of cellular retention after an efflux period,
although the latter is theoretically more sensitive (15). In our experience, the
use of rhodamine 123 as Pgp probe, combined with PSC 833 as Pgp inhibitor,
offers a sensitive and reproducible Pgp functional assay in AML. Although we
prefer to use fresh cells, appropriately frozen and thawed cells can be used for
this assay, as extensively discussed previously (4,14).

A final, general point of attention when using a functional Pgp assay is the use
of a control cell line. Although the use of fluorescent beads in flow cytometry is
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indicated in order to be able to monitor day-to-day (intra-laboratory) or inter-
instrumental/laboratory variations, we have chosen to assay a cell line with no
Pgp expression (KB3-1) (16) and one with a very low Pgp content (KB8) (16) in
parallel to the experimental samples. This procedure allows us to control for
performance of the probe, incubation procedures, and instrument. However, be-
cause a cell line in culture may continuously change its resistance pattern, it is
not an absolute, stable control. Also, because a cell line also does not control for
the very important quality of the experimental sample with regard to membrane
permeability, metabolism, and so forth, great care and reproducibility in han-
dling of the leukemic cells is of utmost importance.

2. Materials

1. Lymphoprep (Ficoll-Paque; Pharmacia Biotech, Uppsala, Sweden) or similar
cell-separation medium. Storage according to manufacturer’s recommendations.

2. A sterile, well-buffered medium, such as Dulbecco’s minimal essential medium
(DMEM) without phenol red or sodium bicarbonate, supplemented with 20 mM
HEPES and set at pH = 7.4 at 37°C, (which is 7.58 at room temperature because
of temperature coefficient of HEPES). Store sterile at 4°C.

3. Fetal calf serum (FCS) or another convenient protein supplement (for instance
4% bovine serum albumin [BSA] solution). Store sterile at 4°C or for periods
longer than 1 mo at –20°C.

4. Dimethyl sulfoxide (DMSO), analytical grade.
5. Ethanol, analytical grade.
6. 1 mg/mL rhodamine 123 (Sigma, St. Louis, MO; Molecular Probes, Eugene, OR)

in DMSO; store in polypropylene vials (Eppendorf) in aliquots protected from light
at –20°C.

7. 4 mM daunorubicin hydrochloride (Sigma) in DMSO; store in polypropylene
vials (Eppendorf) in aliquots protected from light at –20°C.

8. 5 mM PSC 833 (Novartis, Basel, Switzerland) in ethanol; store in aliquots in
well-sealed, screw-cap polypropylene vials at –20°C.

9. Shaking waterbath at 37°C.
10. Centrifuge for Eppendorf vials.
11. Flow cytometer.

3. Methods

1. You will need mononuclear cells from peripheral blood or bone marrow col-
lected in heparinized glass tubes and isolated on Ficoll-Paque as rapidly as pos-
sible. After collecting the interphase cells, they are washed and resuspended in
the buffered medium supplemented with 10% FCS (= assay medium) and kept on
melting ice until analysis. Alternatively, the cells are frozen in medium with 10%
DSMO and at least 10% FCS in liquid nitrogen according to protocols for
cryopreservation (see Note 1).
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2. When frozen cells are used for the assay, they have to be thawed carefully. Pre-
warm buffer with 40% FCS to 37°C. Rapidly thaw the vial from the liquid nitro-
gen by shaking in a 37°C waterbath and pipet the cell suspension without air
bubbles in 10 volumes of the pre-warmed medium, mix gently to dilute the
DMSO out rapidly, and spin the cells down. Resuspend the cells in pre-warmed
assay medium and incubate the cells 1 h at 37°C for recovery of metabolic func-
tions (see Note 2), then resuspend in assay medium (10% FCS) and record the
viability of the cells with trypan blue, which is preferably >90%.

3. Dilute rhodamine 123 and optionally also daunorubicin (see Note 3) from the stock
solutions shortly before use in assay medium to make a solution of 200 mg/mL
(or 0.5 µM) rhodamine 123 (4 µL of the stock into 20 mL) and 2 µM daunorubicin
(10 µL of stock into 20 mL). These solutions are divided in two parts and 4 µL of
PSC 833 stock is added to 10 mL solution to make 2 µM PSC 833 (see Note 4).
Rapidly re-freeze the rest of the stocks or if vials are for one-time use (which is
preferable) discard the remainder as chemical waste. These probes are light sen-
sitive; therefore, incubations and samples stored until analysis should be pro-
tected from light. Brief handling of the solutions, such as diluting, centrifuging,
and so on can be done at normal light.

4. Optional: if control cell lines are used in parallel to the leukemic sample these
should have been cultured on previous days to have logarithmic growth. They are
harvested, counted and suspended in assay medium (see Note 5).

5. The leukemic cells should be counted and 0.5–1 × 106 cells pipetted in Eppendorf
vials. Control tumor cells from a cell line should be used at about 100,000 cells/
vial. Cells are spun down in a table centrifuge, decanted, and the cells resus-
pended in 1 mL of probe solutions with or without PSC 833. Do all determina-
tions in duplicate. Incubate the closed vials protected from light in a shaking
waterbath for 75 min at 37°C and shake by hand every 15 min to avoid pelleting
of the cells during the incubation (see Note 6). Spin the cells down in an
Eppendorf centrifuge for 10 s and wash the cells once in ice-cold assay medium.
Resuspend the cells in 1 mL of assay medium and keep the cells on ice protected
from light until flow cytometric analysis (as soon as possible, however, the drug
efflux is negligible for at least 1 h on ice). Blanks (singular) are parallel vials
with cells to which 1 mL of the appropriate cold drug solution is added, which are
then centrifuged immediately, washed, and resuspended similarly to the experi-
mental vials. These blanks are used to determine the aspecific binding of dye to
the cells. PSC 833 did not affect the background fluorescence under the present
conditions (see Note 7).

6. The fluorescence distribution of the cells is determined on a flow cytometer for
rhodamine 123 in the FL1 channel and for daunorubicin in the FL2 channel. Pref-
erably, identical detector settings are used every day. The blanks are used to
position the signal in the first decade. The leukemic blast population is selected
based on scatter characteristics.

7. The Pgp function index is the effect of the Pgp inhibitor (PSC 833) on the mean
fluorescence (Fmean) of the leukemic cell population and is calculated as the ratio
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of the Fmean of the cells incubated with PSC 833 and without PSC 833:
[Fmean(probe + PSC 833) – Fmean(blank)]: [Fmean(probe) – Fmean(blank)]. In addi-
tion, report the same parameter for a subpopulation, if present, and the percent-
age of cells in this subpopulation (see Note 8). Determined in this way, the
maximal ratios found in primary untreated AMLs are about 1.5 for daunorubicin
and about 5 for rhodamine 123, with a subpopulation with higher values found
only occasionally (4,14).

8. It is recommended (at least when starting this assay) to determine the day-to-day
reproducibility in the investigator’s hands by running cell lines and/or frozen
samples from a known Pgp- negative and a known Pgp-positive AML thawed on
consecutive days.

4. Notes
1. Freezing in medium with a high protein content may preserve cells better. Up to

90% FCS with 10% DMSO has been used (13). In general, we recommend per-
forming the assays as rapid as possible after collecting the blood or marrow from
the patient (preferably within 2–6 h). During this period, we prefer to keep the
cells on ice in protein rich-medium (i.e., the assay medium) for reproducibility of
conditions. It may be possible to store the cells as whole blood or marrow at room
temperature for a few hours, but—at least for the less sensitive probe (daunorubi-
cin)—a good performance of those cells cannot be guaranteed (4). One study has
reported in detail the consequences for the Pgp function of storage of AML
samples under different conditions and found that, after overnight storage of
whole blood at room temperature, the results were inferior (17). We have found
similar results when using doxorubicin as probe (4). Although some studies use
leukemic samples after overnight shipping at ambient temperature, such a proce-
dure has not been validated, to my knowledge. Rather, it would be preferable to
keep samples on ice or to freeze samples if a storage time longer than one work-
ing day is anticipated. Of course, especially in cases where the result of the test
may have implications for the treatment of the patient, the fresh cell assay is
indicated, and results can be obtained within a few hours.

2. For a highly sensitive probe such as rhodamine 123 (14) or 3,3'-diethyloxacarbo-
cyanine iodide (DiOC2(3)) (13), the performance of the assay with thawed cells
seems to be good, which means that very similar—although not exactly the
same—values are obtained as with the fresh cells (14). When a probe with less
sensitivity is used, the assay is more likely to be subject to small variations in
viability or membrane alterations of the cells that will occur after a freezing and
thawing procedure. The optimal time for recovery of cells (as well as the exact
events that occur during this “recovery” period) has not been extensively investi-
gated for different probes, but, admittedly, seems to be partly intuitive. An incu-
bation period substantially longer than 2 h, however, may not be advisable (see
Note 1 and ref. 17).

3. We routinely use rhodamine 123 and daunorubicin, because the use of two dif-
ferent probes may give useful information. However, as noted in the Introduction
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daunorubicin is not a sensitive probe when compared to rhodamine 123 (see also
Subheading 3.7.). Recently we have identified a third probe with high sensitiv-
ity, namely SYTO® 16 (Molecular Probes). We strongly recommend using this
in addition to, or instead of, daunorubicin, for those who wish to perform more
extensive investigations (details for the use of this probe are described in ref. 8).
Another very sensitive probe for the Pgp function, as described by others, is
DiOC2(3), which can also be combined more easily with reagents used for double-
or triple-labeling than rhodamine 123, because there is less spectral overlap with
flow cytometry dyes such as fluorescein isothiocyantate (FITC) and phycoeryth-
rin (PE) (12,13). Rhodamine 123 can be combined in a double-labeling proce-
dure with PE, but extensive compensation is needed (12). As far as I know,
methods for the combination of a functional Pgp test with the labeling of an anti-
gen (Pgp or CD34) on the same cells have not yet been validated rigorously.
However, this certainly is a clinically very relevant option for those laboratories
that have the opportunity to do so (see ref. 13). Our preliminary data suggest that
it is possible to combine a functional Pgp test with SYTO® 16 (± PSC 833;
45 min, 37°C) after washing the cells with anti-CD34 labeling (30 min, 0°C).
Routinely, we run samples in parallel for the determination of Pgp expression by
flow cytometry with the monoclonal antibody (MAb) MRK-16.

4. The choice of Pgp inhibitor is not without importance. When measuring fluo-
rescence one always has to be aware of direct interactions with fluorescence
of the dye not related to the Pgp function. This can be checked in Pgp-nega-
tive cell lines and AML samples. In addition, effects on other transporters
than Pgp may theoretically occur, which are unwanted if one intends to have
a Pgp-specific method. On the other hand, if one wishes to determine the
effect of a certain drug on the cellular accumulation of a probe, whether or
not related to one specific transporter, this is not an unwanted side-effect. For
instance, Pgp modulators such as verapamil or cyclosporin A may be less
Pgp-specific in combination with certain dyes. (For an extensive discussion
of this matter see ref. 4.)

5. Unfortunately, no internationally agreed-upon standard cell lines are available
from a central supplier as stocks cultured under identical conditions. Apart from
the ketone bodies (KB) series of cell lines chosen by us (16), other series of cell
lines have been proposed (5). Anyone who uses cell line controls should take
care to use (at least) one MDR1/Pgp negative cell line and one cell line with a low
Pgp expression, comparable to most clinical samples. In particular, the low Pgp-
expressing cells may increase Pgp expression even when cultured with a constant
concentration of the selecting drug.

6. An incubation time of 75 min was chosen because a steady-state for daunorubicin
is reached, which is the preferred situation. It takes a (far) longer time to reach
steady-state accumulation of rhodamine 123, depending on the cell type. For sim-
plicity, the same time was chosen. For the novel probe SYTO 16, 45 min incuba-
tion is sufficient to reach steady-state (8).
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7. Although, preferably, samples with a low viability count are discarded, one may
wish to exclude dead cells from the analysis by adding propidium iodide (PI)
(Sigma, 1 µg/mL) immediately before the analysis and gating them out. Also,
DNAse I (0.005%) may be added to avoid the loss of viable cells in such samples
by clumping during incubation and centrifugation.

8. The reporting of data of Pgp expression and function has been a matter of much
debate (4,5,13). Many papers have reported the results exclusively as percentage
“Pgp-positive” cells, whatever the detection method was. In our experience in all
daunorubicin-labeled AMLs and in the great majority of rhodamine 123-labeled
AMLs there is extensive overlap of the plus and minus PSC 833 populations,
without clear indications of the presence of discrete subpopulation(s). This means
that also the potential contamination of the blast gate with remaining normal
cells apparently does not show up as a discrete population in the present Pgp
function test. The ratio that we use to express the data (see Subheading 3.7.) has
the advantage that this parameter can easily be interpreted as a percentage of
increase in cellular drug uptake after inhibition of Pgp (14). Nevertheless, it may
be recommended to use in addition to this ratio the Kolmogarov-Smirnov test
(D-value) (18) to reveal in an objective, numerical way potential small differ-
ences between the two distributions as applied by some authors (13,19).
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Measuring MDR-1 by Quantitative RT-PCR

Susan E. Bates, Zhirong Zhan, Joanna Regis, and Erick Gamelin

1. Introduction
Accurate determination of the expression of P-glycoprotein and its encod-

ing mRNA, MDR-1, is key to determining the importance of this mechanism of
drug resistance in the clinic. This understanding is critical to development of
P-glycoprotein antagonists to block drug efflux and to overcome drug resis-
tance. Reversal studies are best performed in diseases in which this mechanism
represents the major component of drug resistance. The clearest approach to
identifying these is to measure MDR-1 mRNA or P-glycoprotein in tumors at
diagnosis, at the time of disease recurrence, and before and after treatment
with P-glycoprotein reversal agents.

Multiple methods have been used to detect MDR-1 mRNA or P-glycopro-
tein (1–3). RNA methods include Northern and slot blot measurement, RNA
in situ hybridization, and the quantitative polymerase chain reaction (PCR),
which is the topic of this chapter. Protein methods include immunoblotting,
immunohistochemistry, and immunofluorescence. The RNA in situ hybridiza-
tion and immunohistochemical methods have as a chief advantage the detec-
tion of MDR-1/P-glycoprotein expression in individual cells observed on a
microscope slide. Although fewer cells are observed overall than in the other
methods, the advantage of using microscopy is to exclude detection of expres-
sion in contaminating normal tissues. In contrast, the methods which measure
expression in cell populations, including the PCR methods, lack the cell-based
analysis. Yet, quantitative PCR offers a highly sensitive and specific approach
to the detection of MDR-1 mRNA (4–9). The problem of contaminating nor-
mal tissue can be dealt with by taking into account the basal level of expression
in the normal tissue surrounding the tumor tissue. Thus, accurate results for
MDR-1 mRNA quantitation can readily be obtained from metastatic sites in
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the lung, given the low level of expression in normal lung tissue. On the other
hand, less confidence may be placed in MDR-1 mRNA values obtained from
metastatic sites in the liver, given the high level of expression in normal liver.
The fraction of contaminating normal cells should be assessed pathologically
on every tumor sample biopsy.

Our approach for quantitating MDR-1 mRNA by PCR begins with reverse
transcription of the mRNA to cDNA. Customarily, 1 µg total RNA is subjected
to the reverse transcription reaction following gel electrophoresis that verifies
the quality and quantity of the RNA measurements (see Note 1). The resulting
cDNA is serially diluted and separate PCR reactions are performed on each of
the serial dilutions (Fig. 1). This will allow determination of the exponential
range of amplification. By convention, the quantity of cDNA in each serial
dilution is referred to by either the dilution factor or the calculated “input RNA”
for that dilution. When the PCR products are in the exponential range, the dif-
ference in the optical density of the PCR products from a two-fold dilution of

Fig. 1. Schematic diagram of quantitative PCR method. As shown in the schema,
1 µg total RNA is subjected to reverse transcription, and serially diluted in depH2O
for individual PCR reactions.
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the cDNA will be two-fold. The key to this method is that the amplification
must be performed in the exponential range. In parallel and in separate reaction
tubes, RNA from a standard cell line is amplified to provide a gauge for nor-
malizing the results. We use total RNA from SW620 cells, which stably express
a low level of MDR-1 mRNA. The exponential range is usually comparable to
or below the level of PCR product amplified from the cDNA derived from 125 ng
RNA isolated from the positive control, SW620 (see Note 2). In parallel tubes,
serial dilutions are amplified for β2-microglobulin, which provides a control
for normalization of the RNA quantity (see Note 3). Because of the much
higher level of expression of β2-microglobulin, the dilutions are much greater
in order to achieve the exponential range. Densitometry is performed on the
ethidium-bromide stained gel containing PCR products separated by electro-
phoresis (see Note 4). Following densitometry, the signal in the sample of inter-
est is normalized to the levels of expression of MDR-1 and β2-microglobulin in
SW620, which have been arbitrarily assigned values of 10 and 1, respectively.
Subsequently, the MDR-1 level is divided by the β2-microglobulin level to give the
final result. Carefully performed, this method is reproducible to within two-fold.

Accurate quantitation with this PCR method relies upon several prerequi-
sites. First, the quantity of RNA should be as accurately measured as possible.
The quality of RNA is also important, as partially degraded RNA will not give
good PCR results. The most accurate approach to confirming RNA quantity
and quality is to run a denaturing RNA gel, including a comparable quantity of
the control RNA for comparison. This gel can be stained with ethidium bro-
mide and densitometry applied to quantitate differences in the RNA loading.
This can be used as a second approach to normalizing the amount of input
RNA, and provides a valuable way to verify the results of the normalization
using β2-microglobulin expression. Second, quantitative PCR begins with
reverse transcription to transcribe the RNA to DNA, and this reaction must
faithfully reflect the amount of mRNA in the sample. Third, the primers uti-
lized and the conditions chosen for the PCR reaction should provide exponen-
tial amplification (see Note 5). A given primer set may not give exponential
amplification due to differences in secondary structure in the PCR product
which result in differences in amplification efficiency. Primers from regions in
the gene which do not span an intron may give a PCR product with increased
background due to amplification of contaminating genomic DNA. This prob-
lem can be eliminated by choosing primers which span an intron, resulting in
either a product which is easily distinguished from the cDNA product, or a
product which is too large to amplify. The only exception to this would be the
detection of pseudogenes. While no pseudogenes have been described for
MDR-1, they do exist for other genes and should be considered. If doubt exists,
the PCR can be performed without the RT to determine their existence; or the
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RNA sample can be treated with DNase to remove the pseudogene prior to
reverse transcription.

A final and chief prerequisite for accurate quantitation is that it must be
performed on reactions still in the exponential phase of amplification (4,10,11).
The plateau of PCR reaction is a well-described phenomenon, in which the
efficiency of amplification decreases dramatically. For the method we utilize,
quantitation in the plateau phase greatly underestimates gene expression. The
cause of the PCR plateau is not well-understood, but has been attributed to
insufficient primer concentrations (12,13), insufficient Taq polymerase (14),
and competition between primers and products for reannealing and further
amplification (15). Whatever the cause, quantitation in the plateau phase is
inaccurate. Early plateau can be induced by amplification of a second target in
the same PCR tube (either an exogenous or an endogenous target included for
quantitation in some PCR protocols), amplification of primer dimers, amplifi-
cation of contaminants, or amplification of nonspecific background bands (see
Note 5).

The three most frequently cited disadvantages to the protocol delineated here
are: the lack of an internal control for the efficiency of the RT and PCR reac-
tions; the requirement for the quantitation in the exponential phase of amplifi-
cation; and the variability of expression of the control gene. The first argument
suggests that the greatest variability in quantitative PCR arises from variable
reaction efficiency from sample to sample. Our experience has been that the
chief variability in performing quantitative PCR from clinical samples arises
from difficulty in quantitating the amount of RNA generated from very tiny
biopsy samples and needle aspirates. In this setting, careful measurement of
the OD is often incorrect, and may not even be possible with small samples.
As to the PCR efficiency, the simultaneous amplification of a control RNA
sample derived from a large previously prepared RNA quantity (in our stud-
ies, RNA from SW620 is the control RNA), has allowed detection of prob-
lems with the RT or PCR reaction. When present, these problems affected all
of the samples in an experiment and were recognized as reduced PCR prod-
uct, relative to that normally obtained (see Note 6). The other two disadvan-
tages are relative. The requirement for exponential amplification is indeed
critical to the success of the method. However, exponential amplification
with the MDR-1 primers is always obtained with 125 ng or less input cDNA/RNA
from SW620. Thus, a test sample can be run at the same dilution to determine
in which direction the serial dilutions need to go to perform the quantitation
accurately (see Note 2). Finally, quantitation of a control gene to determine
RNA loading is a necessity for any PCR quantitative method. We have found
β2-microglobulin most reliable, but this should be verified for each individual
model system (see Note 3).
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A number of other approaches to quantitative PCR have been described in
recent reviews (10,11,15–17). As with any methodology, there are advantages
and disadvantages to each approach. Some protocols incorporate a set of prim-
ers recognizing a housekeeping gene along with primers recognizing the target
gene in the PCR reaction, which then serves as in our method, as a control for
RNA loading, RT efficiency, and for PCR efficiency. The chief disadvantage
of this approach is that amplification of the housekeeping gene mRNA, which
is expressed at high levels, brings the PCR reaction to plateau much more
quickly, suppressing amplification of the gene of interest, which is expressed
at much lower levels. This results in a lower level of expression than would
have been otherwise detected (4,18). Depending upon the level of gene expres-
sion in the sample, the competition has a greater or lesser effect, and provides
inaccurate quantitation. Consequently, co-amplification should be avoided in
quantitative protocols.

A commonly used approach, known as the competitive PCR method, exploits
the competition and plateau features of PCR to quantitate the expression of the
mRNA of interest (15,16). The reaction incorporates an RNA or DNA PCR
template which is included with the sample and amplified along with the RNA
of interest. The most frequently used alternate methods include the use of com-
petitive RNA or DNA PCR templates that are different in size, contain a
recognizable mutation detectable because of gel electrophoresis separation
properties, or contain a restriction site to allow digestion following PCR. Typi-
cally, in these approaches, serial dilutions of a known concentration of the com-
petitor RNA or DNA are added to tubes containing equal, but unknown quantities
of the mRNA of interest. Subsequently, RT is performed, followed by PCR am-
plification. The differing PCR products are separated by gel electrophoresis, and
the concentration in the unknown sample is obtained at the dilution where the
product of the unknown sample is equal to the product of the competitor.

The chief advantage of the competitive PCR method is that the PCR reac-
tion can proceed to plateau without affecting the equivalent concentration,
where equal product and competitor ratios occur. While this is clearly a major
advantage, several other elements of the competitive method are potential
sources of error. A critical assumption of this method is that the amplification
of the two PCR products will proceed with equal efficiency in the same PCR
reaction tube. Comparable amplification efficiency of the two templates must
be documented a priori, before using the competitive PCR in quantitation
(19,20). Although one would not expect that a single base pair difference
between two PCR products could yield a large difference in amplification effi-
ciency, precisely such an observation has been reported (21). This potential
disparity may be even greater when one considers that the templates used in
these analyses often differ by more than one base pair. A second critical
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assumption in the competitive PCR assay is that RNA O.D. measurements are
accurate, since controls for RNA loading are not required in all assays.
Although careful RNA quantitation may be planned prior to PCR, some
samples, particularly small clinical samples, do not yield enough RNA to accu-
rately quantitate by densitometry. In addition to potential errors introduced in
measuring and aliquoting RNA before the reverse transcription, in competitive
PCR there is also the potential error introduced in aliquoting the competitive
template. Amplification of an endogenous or housekeeping gene can be per-
formed to quantitate RNA loading, but requires establishment of a second reac-
tion. A third variable in some competitive protocols is the use of DNA as the
competitor template, which does not require reverse transcription prior to PCR,
therefore omits a control for RT efficiency. The best control for the RT step is
to perform RT on the competitor or control RNA, and on the sample RNA
simultaneously. Regardless of the PCR approach chosen, the assay used must
be carefully optimized and validated, with controls tailored to the types of ques-
tions being asked in the study.

Table 1 shows the primer pairs used successfully for MDR-1 and MRP detec-
tion by our laboratory and others (4,7,22,23). We have observed that primers
from other regions of MDR-1 do not always give the same intensity of signal,
given identical loading and PCR conditions. This can be due to lower efficiency
of amplification, or to competition from background giving nonspecific PCR
products (see Note 5). These products are amplified along with the specific prod-
uct, cause competition, and inaccuracy in quantitation. The primers listed in
Table 1 have repeatedly shown low background and exponential amplification.

Table 1
Primers Used for Quantitative PCR Analysis of MDR-1,
MRP, and βββββ2-Microglobulin Expression (4,5,22,23)

3' MRP
5’ACCTCCTCATTCGCATCCACCTTGG3'
5'MRP
5’CGGAAACCATCCACGACCCTAATCC3'

5'MDR-1
5’GCCTGGCAGCTGGAAGACAAATACACAAAATT3'
3'MDR-1
5’CAGACAGCAGCTGACAGTCCAAGAACAGGACT3'

5'β2-microglobulin
5’GTGGAGCATTCAGACTTGTCTTTCAGCA3'
3'β2-microglobulin
5’TTCACTCAATCCAAATGCGGCATCTTC3'
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The results of the electrophoretic separation of PCR products are shown in
Figs. 2 and 3. Figure 2 shows the results of amplification of MDR-1 in cDNA
derived from a renal cell carcinoma cell line. The ethidium-stained PCR prod-
ucts were evaluated by densitometry, and the results plotted on the graph. The
ideal is shown as a dashed line, based on two-fold dilutions yielding two-fold
differences in PCR product. Figure 3 shows the results of MDR-1 and MRP
quantitation for parental SW620 cells, a human colon carcinoma cell line used
as a control for normalization; and for two drug resistant sublines, SW620
Ad 20 and Ad300 (3). These sublines were selected in Adriamycin and cul-
tured in 20 and 300 ng/mL Adriamycin, respectively. Results in the drug resis-
tant sublines are normalized to the results for SW620, which is arbitrarily
ascribed a value of 10. In the top panel, amplifications in the exponential range
for MDR-1 are shown. For SW620 parental cells, densitometric results show-
ing a 2.1-fold difference between the 125 ng sample and the 62.5 ng sample
confirm the exponential range. For Ad20, the exponential phase was found by
diluting the cDNA to 0.25 ng input RNA, and for Ad300, the exponential phase
was found by diluting the cDNA to 0.06 The middle panel demonstrates the

Fig. 2. Exponential range for MDR-1 amplification in a renal cell carcinoma line.
Top panel: Ethidium-stained agarose gel demonstrating results of PCR amplification
of MDR-1 mRNA in serially diluted cDNA. Bottom panel: Densitometric values are
plotted on the y-axis, while the dilution and the calculated amount of input RNA in the
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exponential range for MRP expression, which is comparable for the parental
and the resistant sublines, since there is no MRP overexpression in these cells.
The lowest PCR panel demonstrates the results for β2-microglobulin, which is
included as a control for RNA loading. Beneath the PCR figure, an ethidium-
stained RNA gel demonstrates the intact, non-degraded, comparably loaded
RNA used for the reverse transcription reaction. Table 2 provides the calcu-
lated levels of mRNA present in the two sublines, relative to SW620. The
expression level is normalized to the level of β2-microglobulin and for com-
parison to the level of 28S ribosomal RNA measured by densitometry of the
ethidium-stained RNA gel.

Fig. 3. Expression of MDR-1, MRP, and β2-microglobulin mRNAs in drug resistant
SW620 Ad20 and 300 cells. The three panels demonstrate the dilution series from
which mRNA expression levels can be calculated. Dilution yields PCR products which
are two-fold different when measured by densitometry from cDNA diluted to provide
the exponential range. Serial dilutions in the exponential range for MRP and
β2-microglobulin are shown in the next two panels.
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2. Materials
2.1. Reverse Transcription

All reagents need to be RNase and DNase-free.

1. Sterile thin-walled microcentrifuge tubes for the reaction mixtures of appropriate
size to be placed in the DNA thermal cycler.

2. 2'-Deoxyadenosine 5'-Triphosphate (dATP): 100 mM solution, pH 7.5 (Pharmacia
Biotech, Piscataway, NJ)

3. 2'-Deoxycytidine 5'-Triphosphate (dCTP): 100 mM solution, pH 7.5 (Pharmacia).
4. 2'-Deoxyguanosine 5'-Triphosphate (dGTP): 100 mM solution, pH 7.5 (Pharmacia).
5. 2'-Deoxythymidine 5'-Triphosphate (dTTP): 100 mM solution, pH 7.5 (Pharmacia).
6. 5X First-strand buffer (Life Technologies, Gaithersburg, MD).
7. 3' oligonucleotide primer MDR-1 or MRP gene: 10 µM (Life Technologies).

While primers can be synthesized and purchased, the OD must always be checked
and the concentration corrected prior to use in the RT and PCR reactions. Primers
are diluted in DEPC-treated water (depH20) and stored at –20°C.

8. 3' oligonucleotide primer β2-microglobulin: 10 µM (Life Technologies).
9. RNasin® RNase Inhibitor at 40 U/µL (Promega, Madison, WI).

10. 0.1 M Dithiothreitol (DTT) (Life Technologies).
11. Diethyl Pyrocarbonate (DEPC) (Sigma, St. Louis, MO).
12. Moloney Murine Leukemia Virus Reverse Transcriptase (M-MLV RT) at 200 U/µL

(Life Technologies).
13. DNA Thermal Cycler (or water bath) at 37°C and at 95°C.
14. Autoclaved 0.1% DEPC-treated H20 (depH2O).
15. Autoclaved Eppendorf tubes and PCR tubes.

2.2. Quantitative PCR

All reagents RNase and DNase-free.

1. 1X PCR buffer: 50 mM KCl, 40 mM Tris-HCl, pH 8.3, 1.8 mM MgCl2, and
0.1 mg/mL bovine serum albumin (BSA) and DEPC H2O.

2. dATP: 100 mM solution, pH 7.5 (Pharmacia ).
3. dCTP: 100 mM solution, pH 7.5 (Pharmacia).

Table 2
Results of Quantitative PCR Assay Measuring MDR-1,
MRP, and βββββ2-Microglobulin in SW620 Cells and Sublines

MDR-1 MRP MDR-1 MRP
 MDR-1  MRP β2-M 28 S  28S 28S β2-M β2-M

SW620 10.0 10.0 1.0 1.0 10.0 10.0 10.0 10.0
Ad20 1263 6.4 0.79 1.12 1128 5.75 1599 8.15
Ad300 5147 4.5 0.76 0.92 5595 4.89 6733 5.92
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4. dGTP: 100 mM solution, pH 7.5 (Pharmacia).
5. dTTP: 100 mM solution, pH 7.5 (Pharmacia).
6. 3'-oligonucleotide primer for MDR-1, MRP, or β2-microglobulin gene: 10 µM

(Life Technologies). Primer concentrations should be verified prior to aliquoting
and storing at –20°C.

7. 5'-oligonucleotide primer for MDR- 1, MRP, or β2-microglobulin gene: 10 µM
(Life Technologies).

8. AmpliTaq® DNA Polymerase at 5 U/µL (Perkin Elmer, Foster City, CA).
9. AmpliWax™ PCR Gem 100 (Perkin Elmer).

10. Autoclaved dH20, PCR tubes, and Eppendorf tubes.
11. Autoclaved 1 M KCl; 1 M Tris-HCl, pH 8.3; and 1 M MgCl2 solutions. Store at 21°C.
12. DNA Thermal Cycler.
13. Multi-Block Heater.

2.3. Gel Electrophoresis and Analysis of PCR Products
1. Speed Vac.
2. Agarose Electrophoresis Grade (Life Technologies).
3. NuSieve® GTG® Agarose (FMC BioProducts, Rockland, ME).
4. 10X Tris/borate/EDTA, pH 8.3: DNase-free, RNase-free, and protease-free

buffer.
5. An electrophoresis gel apparatus with combs.
6. An electrophoresis power supply.
7. Molecular base-pair marker.
8. DNA loading dye.
9. Ethidium bromide solution at 10 mg/mL.

10. Plastic container and shaker.
11. Densitometer.

3. Methods
3.1. Reverse Transcription

1. RNA can be isolated by a number of extraction methods. The Chomczynski
method works well with tumor tissue samples because the multiple extraction
steps in the protocol help eliminate the higher levels of protein found in tissue
samples (24). The RNA Stat-60 (Tel-Test, Inc., Friendswood, TX), kit works
well with cell lines. The key is intact RNA accurately measured by spectropho-
tometry (see Note 1).

2. Typically, 1 µg of total cellular RNA is reverse transcribed; however, lower con-
centrations can be substituted when less RNA is available (see Note 7). All RNA
should be diluted in 0.1% DEPC-treated water (depH2O). For simplicity, RNA
can be diluted to a concentration of 1 µg/10 µL.

3. Controls should be included in the reverse transcription reaction. Typically,
depH2O is used as a negative control and is subjected to the RT reaction along
with the RNAs of interest (see Note 8). RNA from the human colon carcinoma
cell line SW620 is used as a positive MDR-1 control.
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4. Prepare a 100 µL 20 mM stock of deoxynucleotide triphosphate (dNTP) mix by
combining 20 µL aliquots of each of the four dNTPs, with 20 µL of depH2O. This
dNTP mixture is usually freshly prepared, although it can be stored at –20°C for
a short period of time.

5. Prepare the reaction mixture as follows (10 µL needed for each RT reaction):
4 µL of 5X First-strand buffer; 1 µL of dNTP 20 mM mix; 1 µL of 10 µM 3'

PCR primer (MDR-1 or MRP); 1 µL of 10 µM 3' PCR primer (β2-microglobulin);
0.5 µL of 40 U/µL RNasin®; 2 µL of DTT; 0.5 µL of 200 U/µL M-MLV reverse
transcriptase; 10 µL total.

Aliquot 10 µL of this reaction mixture into a microcentrifuge tube containing
1 µg of total cellular RNA in 10 µL depH20. Heat at 37°C for 45 min, then at 95°C
for 5 min to terminate the reverse transcription. The resulting cDNAs can be
diluted for PCR. The cDNA not used in serial dilutions can be stored at –20°C for
reuse if needed. If determination of other genes is anticipated, then the random
primer protocol ought to be used to generate the cDNA (see Note 9).

3.2. Quantitative PCR

1. Prepare serial dilutions of the cDNA in dH2O using appropriate sized sterile
microcentrifuge tubes (Fig. 1). A good starting point for the MDR-1 gene is a 1:8
dilution; for the MRP gene, a 1:256 dilution; and for the β2-microglobulin gene,
a 1:2096 dilution (see Note 2).

2. After the dilutions are prepared, aliquot 20 µL into a sterile microcentrifuge tube.
To this tube, add one AmpliWax™ PCR Gem, melt at 80°C for 5 min in a multi-
block heater. On ice, allow the AmpliWax™ PCR Gem to solidify and to form a
layer over the diluted cDNA; put aside until the PCR master mixture is made (see
Notes 10 and 11).

3. Prepare 700 µL 1X PCR buffer as follows (70 µL needed per PCR reaction):
 Aliquot Stock Final concentration

35 µL KCl 1 M 50 mM
28 µL Tris, pH 8.3 1 M 40 mM

1.26 µL MgCl2 1 M 1.8 mM
3.5 µL BSA 20 mg/mL 0.1 mg/mL

632 µL dH2O

700 µL

Prepare a master mixture for PCR as follows (82.3 µL needed per PCR reaction):
70 µL 1X PCR buffer

5 µL 10 µM 5' primer
5 µL 10 µM 3' primer
2 µL 10 mM dNTP mix (note change from concentration used for the RT)
0.3 µL 5 U/µL Taq polymerase

82.3 µL

Aliquot 82.3 µL master mix into the waxed, diluted cDNA layer.
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The final reaction volume is 102.3 µL.
Place in a DNA thermal cycler.

4. Depending on the type of DNA thermal cycler used, the tubes may need to be
placed in the thermal cycler in mineral oil to facilitate adequate and even heat-
ing of the tubes. In the DNA thermal cycler the reaction mixture is heated at
94°C for 7 min to denature the cDNA. Amplification is accomplished in
sequential cycles of denaturing (at 94°C), annealing product and primers
(at 55°C), and extension by the Taq polymerase (at 72°C) according to the
following protocol: 20 cycles: 94°C, 75 s; 55°C, 75 s; and 72°C, 90 s; followed
by: 10 cycles: 94°C, 75 s; 55°C, 75 s; and 72°C, 120 s; followed by: a final
extension phase at 72°C for 10 min.

In the standard protocol, samples are amplified a total of 30 cycles, this can be
varied as needed (see Notes 12 and 13). The negative control, depH2O, is allowed
to amplify yet another 5–10 sequential cycles for a total number of 35–40
sequential cycles in order to detect contamination.

3.3. Gel Electrophoresis of PCR Products

1. Prepare a 2% NuSieve/1% agarose gel as follows; for 100 mL add: 1 g agarose,
2 g NuSeive, 10 mL of 10X TBE, and deionized water. (Add a little extra water
to allow for vaporization owing to boiling.) Melt the agarose until boiling to
ensure proper mixing. After the agarose is thoroughly mixed, allow to cool to
68°C, and pour into gel box using a graduated cylinder. Remove any bubbles that
may form with a pasteur pipet. After the gel has polymerized, add 1X TBE to
cover the gel, and remove the comb.

2. Prepare the PCR products: label an appropriate number of microcentrifuge tubes
corresponding to the reactions and transfer an aliquot of at least 33 µL into the
labeled microcentrifuge tube. Because this aliquot is a fraction of the original
PCR reaction, this electrophoresis can be repeated with the remaining sample if
there are problems.

3. Using a Speed Vac concentrator, reduce the volume of the aliquotted PCR prod-
uct from 33 µL to 5–7 µL.

4. Add 1 µL of DNA loading dye; briefly, centrifuge in a microcentrifuge.
5. Load the marker as a standard reference in the first well followed by the PCR

products.
6. Initially, electrophorese in 1X TBE buffer at 100 volts until the PCR product has

migrated out of the wells and then turn down the voltage to 75 volts. Allow the
dyes to migrate approximately three-quarters of the gel length. Do not discard the
running buffer.

7. Place the gel in a container and cover with used running buffer to which 1.0 µg/
mL ethidium bromide has been added.

8. Shake the gel for 10 min and then discard the diluted stain with the chemical
waste. De-stain the gel with the remainder of the ethidium bromide-free running
buffer for at least 20 min.
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3.4. Analysis of PCR Products

1. Perform densitometry on the ethidium stained gels.
2. Analyze using the densitometric results to determine final MDR-1 or MRP expres-

sion level (see Note 14). The calculations are performed as follows:

The Sample Dilution Factor relates the dilution from the reverse transcription
reaction, based on a 1 µg RNA sample (equivalent to a 1:1 dilution) used directly in
the PCR reaction. For example, a 1:8 dilution contains 125 ng input RNA, and the
Sample Dilution Factor used in the equation is 8. A 1:2048 dilution contains
0.49 ng input RNA, and the Sample Dilution Factor used in the equation is 2048.
The expression of the control gene, β2-microglobulin,varies between tissues and cell
lines. In lymphoma samples, we found that overall, RNA expression was fourfold
higher than in cell lines. This did not appear to be cell type specific, since RNA from
60 cell lines had comparable levels of β2-microglobulin (25). We thus instituted a
correction factor for tissues, dividing the β2-microglobulin level by 4 (see Note 15).

4. Notes
1. Any RNA preparation method can be used that provides intact, undegraded RNA.

Biopsy samples can be flash frozen, pulverized, and suspended in guanidinium
thiocyanate prior to extraction by the Chomczynski method (24). Small, fresh
samples may also be suspended in guanidinium thiocyanate. In order to shear the
sample for improved extraction, the samples should be passed several times through
a 22-g needle, attached to a plastic syringe. The extraction steps can be repeated
several times in order to get a clean RNA preparation prior to precipitation.

2. It is best to make a large quantity of total RNA from the control cell line
(SW620), to be included in every PCR reaction. Typically, the maximum con-
centrations which allow exponential amplification at 30 cycles for SW620 are:
cDNA derived from 125 ng input RNA (a 1:8 dilution from the 1 µg RT reac-
tion) for MDR-1 mRNA; cDNA derived from 3.91 ng RNA (a 1:256 dilution
from the 1 µg RT reaction) for MRP mRNA; and cDNA derived from 0.49 ng
RNA (a 1:2048 dilution from the 1 µg RT reaction) for β2-microglobulin
mRNA. For quantitation of each of these in unknown samples, an initial test
PCR reaction is performed using an amount of RNA/cDNA equivalent to that
used from SW620. Optimal dilutions of the test sample cDNA for a definitive
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PCR are suggested by the results of the initial reaction. If a sample is undetect-
able at this level, then the subsequent PCR reaction can be carried out at a
lower dilution or at an increased number of cycles.

3. There is no perfect control for normalization of RNA loading. Most accurate
results are ensured when RNA can be carefully measured, and the comparable
loading verified by running formaldehyde gels to assess the quantity and quality
of the RNA. Housekeeping genes used with Northern analyses are equally appli-
cable to quantitative PCR. β2-microglobulin expression has proven an acceptable
control for our studies, and the expression level was largely comparable in a
panel of 60 cell lines derived from a variety of human cancers (25). However, we
have identified some drug resistant sublines which do not have β2-microglobulin
expression. In a study with lymphoma samples, comparison with β-actin, GPDH,
and β2-microglobulin using ethidium staining of ribosomal RNA as a gold stan-
dard suggested that the β2-microglobulin was the best control (5). The use of
PCR amplified ribosomal RNA fragments has also been used as a control, equiva-
lent to ethidium staining an RNA gel for determination of comparability of load-
ing (10). This could be a superior control, since reverse transcription of the
ribosomal RNA would also provide a control for the RT reaction. Whatever the
control gene chosen, it must be amplified in a separate tube, parallel to the MDR-1
or MRP reaction. Otherwise, the high level of expression of the control gene will
result in early plateau and inaccurate quantitation due to competition of the PCR
products from the control gene.

4. Just as in the amplification itself, there is also a range in which the densitometry
of the ethidium-stained gels containing the PCR product will provide linear mea-
surements. A gel can be run separately with known quantities of serially diluted
PCR product to check the linear range of the densitometer. Very low and very
high signals may not give accurate results. Most accurate measurements require
subtraction of the background. In earlier studies, 10 µCi [32P] dCTP were added
to the PCR reaction, and autoradiography was performed. Densitometry of PCR
products in an ethidium-stained gel has proven to be just as accurate as autorad-
iography, with some increase in sensitivity. Detection methods using chemilumi-
nescence have been described, dramatically decreasing the PCR product analysis
time (9,26). These methods are quicker because separation of PCR products by
gel electrophoresis is not required. However, certain problems, such as back-
ground bands, may not be detectable without gel separation.

5. Two-fold differences in PCR product from 2-fold serial dilutions have been docu-
mented for PCR reactions with the primer sets for MDR-1 and MRP shown in
Table 1. PCR reactions which do not show two-fold differences from 2-fold serial
dilutions may be affected by one of several problems, including those due to PCR
reaction components (see Note 6) and those due to competition. Competition
limits exponential amplification and accurate quantitation, and can be due to con-
taminating DNA found in the RNA sample, contaminating PCR products from
previous PCR reactions, or amplification of non-specific PCR products. Some
samples may have very high levels of MDR-1 mRNA, and therefore competition
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from one of these sources would be less marked; however, quantitation will be
compromised. RNA samples contaminated with significant quantities of DNA
may need to be treated with DNase, and the RNA re-extracted, in order to pro-
vide accurate quantitation. Contamination of the PCR reaction with PCR prod-
ucts from prior reactions is a common problem (see Note 8). When extrapolating
this method to other primer sets, it is important to determine whether a new primer
set will give exponential amplification. Increased background can result from
hybridization of the primers to non-specific regions in the cDNA. This back-
ground results in competition which prevents exponential amplification because
the total reaction is in plateau at an earlier time point.

6. Unexpectedly low levels of PCR product in positive controls are seen periodi-
cally. On different occasions, we identified problems with Taq polymerase, prim-
ers, or RNA degradation. Primer concentrations may need to be remeasured, for
verification that the amount being added is correct. Unknown differences in quan-
tity of primer will result in problems with the PCR efficiency (13). Degradation
of primers or of RNA will result in high background and low PCR product.

7. In this approach, β2-microglobulin is included as a control for RNA loading but
also provides an endogenous control for the reverse transcription reaction and for
the PCR reaction. It has been our anecdotal experience that very low concentra-
tions of RNA do not give comparable RT reactions, and consequently, we make
an effort to include 1 microgram of RNA in the RT reaction. If that is not avail-
able, the RT and PCR reactions are conducted as usual, with the understanding
that significantly decreased input RNA may have a deleterious influence on the
efficiency of the RT reaction. This was our anecdotal experience; a limited study
reported similar findings (27).

8. Contamination is a major problem in quantitative PCR methods. The most com-
mon type of contamination is with PCR product from previous reactions, which
may be aerosolized during preparation for gel analysis. PCR product contamina-
tion can be found on the benchtop, on pipetmen, and on the thermal cycler itself.
The use of dedicated sets of PCR pipetmen (one pre-PCR, and one post-PCR),
and pipette tips with aerosol filters helps prevent this problem. We monitor for
contamination by amplifying a water-alone sample for 10 cycles more than the
PCR reaction being performed. When contamination is detected, new PCR buff-
ers are generated and reactions are run again.

9. Random primers can be used in the RT reaction, rather than the specific down-
stream primer. Comparable results are obtained, and this method allows for long-
term storage of the RT reaction and the serial dilutions for later PCR reactions.
The following RT buffer is made:

4 µL 5X first-strand buffer
1 µL dNTP 20 mM mix
2 µL 0.1 M DTT
0.5 µL 40.0 U/µL RNAsin
1.0 µL 500 µM random primer
1.5 µL 200 U/µL MMLV RT enzyme



78 Bates et al.

10. Samples that have very low target mRNA concentrations often display increased
background, particularly if amplification above 35 cycles is required. The initial
formation of these products can occur at low initial (ambient) temperatures, and
are reduced or eliminated by the “hot start” approach, in which wax beads are
added, melted to form a solid layer above the cDNA, and then the PCR master
mix added on top. The two solutions are mixed and the PCR reaction begins after
the thermocycler heats to 94°C. Background is sometimes due to the formation
of primer dimers, a double-stranded PCR product consisting of the two primers
and their complementary sequences. Sometimes these primer dimers contain extra
sequences between the primers (14). When primer dimers form, they can be a
major problem as they are very efficiently amplified and compete with amplifi-
cation of the target cDNA. This is not a major problem with the primer sets
described in Table 1, but can be a problem with other primer sets. With persistent
problems, the hot start approach could be modified to add the cDNA, the primers,
and the Taq polymerase separately.

11. The RT reaction mixture, PCR buffer, and PCR reaction mixture are freshly prepared.
12. We have previously shown that exponential amplification can be demonstrated

by either serial dilutions or serial cycles (4). Thus, an alternate approach is to
use multiple aliquots of a standard dilution, e.g. equivalent to 31.25 ng RNA,
and to remove a one PCR reaction each PCR cycle. This approach can be very
accurate, because the serial dilutions which require great technical precision to
perform correctly are not used, but consumes more RNA/cDNA. One investi-
gator removed of a small aliquot from the PCR tube each cycle, dotting on
nitrocellulose, and generating a dot blot of products from sequential cycles (28).
Although considerably more efficient than starting with multiple reaction tubes
for each cycle, this method, in our hands, has lead to significant problems with
contamination due to spillage of PCR products as the tubes are opened and
closed repeatedly.

13. In addition to using sequential cycles to avoid the process of serial dilution, the
principle of sequential cycles can be very useful when low amounts of RNA are
present. We have quantitated MDR-1 mRNA from 40 cycles in extreme cases.
In that situation, SW620 is diluted to 0.12 ng input RNA since amplification
40 cycles should give a PCR product equivalent to 125 ng input RNA ampli-
fied 30 cycles. Since greater variability results from this approach, the better
solution is larger biopsy samples.

14. The results are normalized to the level of expression found in the SW620 cells.
This unselected human colon cancer cell line has served well as a positive control
for MDR-1 expression, since levels are in the range found for clinical samples,
and the expression level is stable over time in culture. The SW620 cell line has an
MDR-1 level which is barely detectable by Northern analysis and is sensitized
1.2-fold to Adriamycin and 3 to 11-fold to vincristine by verapamil (3,29).
Although the assigned level of 10 is arbitrary, previous studies incorporating
32P-dCTP in the PCR reaction allowed us to calculate the level of MDR-1 mRNA
at 2.3 mRNA molecules/ng of input total RNA (4).
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15. During our studies with cell lines, the use of β2-microglobulin as a control for
RNA loading appeared quite reliable. However, when clinical samples derived
from lymphomas were examined, it became evident that β2-microglobulin expres-
sion was significantly higher than in the cell lines. Ethidium stained formalde-
hyde gels confirmed comparable loading of the RNA (5), while the calculated
PCR result for β2-microglobulin in the lymphoma samples was typically 4-fold
higher than the result for SW620. We concluded that a correction had to be made
for RNA derived from clinical samples, dividing the β2-microglobulin results by
4. For new cell types, the need for this correction can be validated by hybridizing
an RNA gel containing 1 µg total RNA from the control cell line (SW620) and
1 µg total RNA from the tumors or tissues of interest.
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Microtiter Plate Technique for the
Measurement of Glutathione in Fresh
and Cryopreserved Lymphoblasts
Using the Enzyme Recycling Method

Pamela R. Kearns and Andrew G. Hall

1. Introduction
Glutathione is an intracellular, nonprotein thiol that appears to play an

important role in protection of the cell against cytotoxic drugs (1) and has been
implicated in the control of cell cycling (2,3) and apoptosis (4,5). It can exist
in an oxidized (disulfide, [GSSG]) and a reduced (sulphydryl, [GSH]) form. In
general, GSSG comprises less than 1% of the total intracellular glutathione. In
circumstances of oxidative stress, GSH dimerizes to form glutathione disulfide
(GSSG), making protons available to neutralize reactive oxygen species (Reac-
tion 1). In vivo, reduction of GSSG is catalysed by glutathione reductase, effi-
ciently regenerating high intracellular GSH levels (Reaction 2)

1. GSH + GSH —–—> GSSG+ 2H+

2. GSSG + glutathione reductase + (NADPH) —–—> 2 GSH

A number of methods are available for the measurement of intracellular glu-
tathione. Owen and Belcher first described the enzyme recycling method in
1965 (6). This was subsequently modified by Tietze in 1969 (7) and by Ander-
son in 1985 (8). Vandeputte et al. 1994 (9) adapted the assay for use in
microtiter plates. It provides a sensitive and specific assay for the measure-
ment of total intracellular glutathione, i.e., both GSH and GSSG.

The enzyme recycling assay is particularly valuable in the study of stored
cells because total reduced and oxidized glutathione is measured and therefore
alterations in the intracellular ratio of reduced and oxidized glutathione that
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may result from cryopreservation or thawing do not influence the results. Com-
parative studies using fresh cells have shown concordance between data
achieved using this technique and other methods of glutathione measurement;
for example, high-performance liquid chromatograph (HPLC) techniques mea-
suring monobromobimane-GSH adducts (10,11) and flow cytometric tech-
niques using a GSH-specific fluorescent dye (11).

In the assay described here cells are permeablized using a detergent-based
lysis method. Care must be taken to inhibit the membrane-bound enzyme, γ
glutamyl-transferase (γ-GT), which metabolizes glutathione released from the
cell (12). This is achieved by the use of an acidified lysis buffer (8). The lysate
is then assayed for total protein and glutathione content.

Inhibition of glutathione reductase has been noted in some cell lines, which
can lead to falsely low measurement of glutathione (10). Therefore, for each
sample, glutathione is measured in the sample itself, and following the addi-
tion of a known quantity of glutathione. The recovery of glutathione can then
be calculated for each sample. Spiking the samples in this way also determines
if there is any residual γ-GT activity.

In brief, the method involves the glutathione reductase-catalyzed reduction
of GSSG by NADPH, followed by the reaction of GSH with Ellman’s reagent,
(5,5'-dithiobis-2-nitrobenzoic acid; DTNB). The chromophoric product, TNB,
has an absorbance between 405–412 nm. The reaction can therefore be fol-
lowed spectrophotometrically (Reaction 3).

3. GSSG + NADPH +H+ —–—> 2GSH + NADP+

2GSH + DTNB —–—> GSSG + TNB

The method will be described for lymphoblasts prepared from bone marrow or
peripheral blood samples; however, it can be readily adapted to study cell lines.

2. Materials
2.1. Sample Preparation; Thawing Cryopreserved Cell Pellets

1. Phosphate buffered saline (PBS) (Dulbecco’s PBS tablets, ICN).
2. Fetal calf serum (FCS, GIBCO Life Sciences, Gaithersburg, MD).
3. 100 U/mL Penicillin, 100 mg/mL streptomycin, and 0.125 mg/mL fungizone

(PSF; all from GIBCO Life Sciences): Prepare and divide into 10-mL aliquots
for storage at –20°C.

4. Tissue culture medium (RPMI-1640): Dutch modified solution without glutamine
(Gibco Life Sciences) with 2% PSF and 1% FCS added.

2.2. Red Cell Lysis

1. Stock solution A: 8.29 mg NH4Cl, 37 mg Na2EDTA in 100 mL H2O. Store at 4°C.
2. Stock solution B: 1.0 g KHCO3 in 100 mL. Store both stock solutions at 4°C.
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3. Final red cell lysis mixture A:B: H2O = 1:1:8. Prepare immediately before use
and store on ice.

2.3. Lymphoblast Lysis
Lymphoblast lysis buffer; Triton-X 100 (Sigma) 0.1% (v/v) in 10 mM HCl.

Store at 4°C.

2.4. Enzyme Recycling Assay
1. Stock phosphate buffer: 143 mM (1.9 g/100 mL) sodium phosphate, 6.3 mM

(234 mg/100 mL) ethylenediaminetetraacetic acid (EDTA), pH 7.0. Store at 4°C
(see Note 1).

2. Glutathione reductase (type IV from Baker’s yeast, Sigma) 2.4 IU/mL in phos-
phate buffer (stable for 4 wk at 4°C).

3. DTNB (Sigma): 100 mM of a 20-fold stock solution (3.93 mg/100 mL) should be
prepared in stock phosphate buffer, aliquoted, and stored at –80°C. An aliquot of
the stock DTNB is thawed and diluted to 5 mM using stock phosphate buffer.
This should be prepared just prior to use.

4. βNADPH (Sigma): 40 mM of 20-fold stock solution (3.32 mg/100 mL) should be
prepared in stock phosphate buffer, aliquoted, and stored at –80°C. An aliquot of
the stock βNADPH is thawed and diluted to 2 mmol/L using stock phosphate
buffer. This should be prepared just prior to use.

5. Reaction mixture: 18.25 mL phosphate buffer, 2.5 mL DTNB, 4.25 mL NADPH
(prepare just prior to use). The final concentration of reagents per well is 0.345 mM
DTNB, 0.24 mM NADPH, and 0.34 IU/mL glutathione reductase.

6. GSSG (Sigma): 100 µM stock solution: Prepare a 0.1 M solution (0.328g GSSG/
5 mL phosphate buffer) and dilute 1:1000 to 100 µM with phosphate buffer.

7. GSSG standard curve: 100 µM stock solutions: store 800 µL aliquots at –80°C.
The standard curves are prepared as described in Subheading 3.4.1.

8. GSSG quality controls: The 100 µM GSSG stock solution is used to prepare 4
and 12 µM quality control samples which are stored at –80°C (see Note 2).

3. Methods
3.1. Thawing Cryopreserved Samples

1. The ampoule containing the cell pellet is removed from liquid nitrogen, placed
immediately into a 37°C waterbath, and continuously agitated.

2. Immediately the pellet is thawed and the contents of the ampoule are transferred
to a 50-mL tube.

3. Two mL of ice-cold FCS are added dropwise, followed by 18 mL of RPMI. The
mixture is gently agitated throughout (see Note 3).

4. The cells are left to recover for 90 min at room temperature (see Note 4).

3.2. Red Cell Lysis
Erythrocytes have high GSH levels; therefore, it is important to ensure the

samples are free of red cells prior to white cell lysis and glutathione analysis.
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The red cells are lysed by osmotic shock in ice-cold ammonium chloride
solution.

1. The cells are spun at 300g for 10 min and then resuspended in ice-cold red lysis
buffer and incubated on ice for 4 min.

2. The white cells are then washed in 4 mL of ice-cold PBS and spun at 300g for 10 min.
3. White cells are then resuspended in 4 mL of ice-cold PBS (see Note 5).
4. A sample is taken for counting (the trypan blue exclusion technique can be used

to identify the percentage of dead cells) (see Note 6).
5. The cells are respun at 4°C for 10 min and resuspended at a density of 1 × 107/mL

in PBS.
6. A sample is taken for cytospin to evaluate the percentage of blasts.
7. Aliquots of 4 × 106 cells are sufficient for glutathione analysis.

3.3. Lymphoblast Lysis

1. The cells are pelleted by spinning at 300g at 4°C for 10 min.
2. The cell pellet is lysed by resuspension in 250 mL of ice-cold Triton-X 100 0.1%

in 10 mM HCl and incubated on ice for 10 min.
3. The cells are centrifuged for 10 min, 300g at 4°C.
4. A 40-µL sample of the supernatant is removed for total protein analysis. The

Bradford protein assay (14) is suitable, because it is compatible with the lysis buffer.

3.4. Glutathione Enzyme Recycling Assay

3.4.1. Preparation of Standard Curve

1. An 800-µL aliquot of the 100 µM stock GSSG is thawed to prepare the standard
curve.

2. Preparation of standards: The dilutions are prepared as shown in Table 1.
The standards expressed in GSH equivalents are 0, 1, 2, 4, 8, 16, 24, and
30 µM (see Note 7).

Table 1
Dilutions Used for Preparing the Standard Curve and Spiking Solutions

GSH equivalent (mM) 100 mM GSSG (mL) aBuffer vol (mL)

0 0 1000
1 5   995
2 10   990
4 20   980
8 40   960

16 80   920
24 120   880
30 150   850

aLysis buffer is used to prepare standards and phosphate buffer to prepare the ‘spiking’ solutions.
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3.4.2. Preparation of Microtiter Plate

1. Standards, samples, and assay solutions should be kept on ice.
2. The assay is performed in a 96-well microtiter plate (Costar, flat-bottomed cell-

culture cluster dish).
3. 20 µL of phosphate buffer or GSSG-spiked phosphate buffer is added to each well.
4. 20 µL of standard sample or quality-control sample are pipetted into the appro-

priate well (Fig. 1). The prepared plate is kept at 4°C while the reaction mixture
is being prepared.

5. Prepare the reaction mixture and, using an eight-channel, pipet, add 200 µL to
each well.

6. The plate is then incubated for 5 min at room temperature.
7. The plate is placed in the plate reader and the enzyme recycling reaction initiated

by the addition of glutathione reductase, 40 µL to each well, again using a multi-
channel pipet. Care should be taken to ensure that there are no bubbles in the wells.

8. The reaction is followed kinetically, measuring the absorbance at 405nm at 4-min
intervals from time 0–16 min. The plate is shaken prior to each reading.

9. The linear range over time is determined for each GSH concentration in the stan-
dard curve (Fig. 2).

10. The linear range of the standard curve over the time period measured is also
determined (Fig. 3).

11. The standard curve is a plot of GSH equivalent against absorbance at 405 nm at a
given time point within the linear range of the reaction (Fig. 4).

12. GSH levels are derived from standard curves constructed for each plate (see Note 8).
13. For each sample, curves are derived with and without spiking with known

amounts of GSH to evaluate the possibility of cytosolic glutathione reductase
inhibitors and residual γ-GT activity.

Fig 1. Microtiter plate layout.
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4. Notes
1. The enzyme recycling assay is very sensitive to differences in the ionic strength

of this buffer (13). Therefore, sufficient stock buffer should be prepared for all
experiments in a comparative series.

2. The quality control samples are used to control for intra-assay variability.
3. Optimal conditions for thawing cells may differ depending on the cell type.
4. A considerable improvement in cell recovery is achieved when the cells are

allowed to rest at this stage.
5. Maintaining the cells at 4°C prevents transmembrane loss of glutathione.
6. Dead cells, as defined by Trypan blue exclusion, have been found not to contrib-

ute to the glutathione measurement.

Fig. 2. Plot of rate of OD change with time. (Used to determine the linear range.)

Fig. 3. Plot of OD change with concentration of GSSG. (Used to determine linear
range for assay.)
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7. Each mmol of GSSG produces the equivalent of 2 mmols of GSH. Because the
assay measures total glutathione, i.e., both GSSG and GSH, the results are best
expressed in terms of GSH equivalents.

8. The assay can be considered reliable if the quality-control values lay within the
accepted coefficient of variability.
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Measurement of Reduced Glutathione
Using High-Pressure Liquid Chromatography

Linda A. Hogarth, Celia M. A. Rabello, and Andrew G. Hall

1. Introduction
As outlined in Chapter 8, glutathione in the intact cell is maintained pre-

dominantly in its reduced form by the cytosolic enzyme, glutathione reduc-
tase. Cell lysis can lead to rapid oxidation to the oxidized form, GSSG, and
degradation by γ-glutamyl transpeptidase. In order to obtain a true measure-
ment of the amount of reduced glutathione (GSH) in living cells we have
utilized the method of Cotgreave and Moldeus (1) in which GSH is derivatized
using monobromobimane (MBBr), which can freely cross the cell membrane
(Fig. 1). The GSH–MBBr adduct is then extracted and the amount formed
measured by high-performance liquid chromatography (HPLC) with fluores-
cence detection.

2. Materials
2.1. Preparation of Glutathione Standards, Quality Controls,
and Samples

1. 30 mM DL-dithiothreitol (DTT): 45 mg dissolved in 10 mL of distilled deionized
water on the day of assay (Sigma)

2. 1 M hydrochloric acid (HCl): 1 M stock solution (Fisons)
3. 8 mM MBBr: 54.25 mg (Calbiochem-Novabiochem Corporation) dissolved

in a minimum volume of acetonitrile. In a separate tube, 158 µL of N-ethyl-
morpholine (Sigma) is mixed with 23.5 mL of deionized water and added to
the previously dissolved MBBr. The pH is adjusted to 8.0 by the addition of
1 M HCl and the final volume made up to 25 mL with distilled deionized
water. The final reagent may be divided into 500 µL aliquots and stored at
–80°C (see Note 1).
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4. GSH stock solution: 32.26 mg (Sigma) dissolved in 25 mL of phosphate buffered
saline (PBS; Dulbecco’s; ICN Biomedicals). Prepare fresh on day of assay.

5. Trichloroacetic acid (TCA): 100% solution (Sigma) (see Note 2).

2.2. Reagents for HPLC

1. Deionized, distilled water (purchase high-performance liquid chromatography
[HPLC] grade from Fisons if necessary). Pass through a 0.2-µm polytetra-
fluoroethylene (PTFE) filter (Whatman) prior to use.

2. Acetonitrile (Fisons, HPLC-grade). Pass through a 0.2 µm PTFE filter (Whatman)
prior to use.

3. Glacial acetic acid (Fisons, HPLC grade). Mix with HPLC-grade water to give a
2.5% (v/v) solution. Pass through a 0.2-µm PTFE filter (Whatman) prior to use.

3. Methods
3.1. Preparation of GSH Standards

1. Make up 250 µL of GSH stock solution to 10 mL with PBS in a volumetric flask
giving a final concentration of 105 µM.

2. Dilute in PBS as shown in Table 1.
3. Add 50 µL of 30 mM DTT to 1 mL of each standard solution

Table 1
Preparation of GSH Standards

105 µM GSH (mL) PBS (mL) Final GSH concentration (µM)a

A 1.0 0.0 100
B 0.8 0.2 80
C 0.6 0.4 60
D 0.4 0.6 40
E 0.2 0.8 20
F 0.1 0.9 10
G 0.05 0.95 5
H 0.025 0.975 2.5

aAfter addition of DTT.

Fig. 1. Reaction of monobromobimane with glutathione.
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4. Incubate for 30 min at room temperature to reduce any oxidized glutathione.
5. Mix 150 µL of each concentration with 150 µL of the MBBr stock solution.
6. Incubate at room temperature in the dark for 5 min.
7. Add 15 µL of TCA (100%).
8. Centrifuge at 13,000g in a microfuge for 10 min, to remove particulate matter.

3.2. Preparation of Quality Control (QC) Samples

1. Prepare 50 mL of 5 and 80 µM GSH and store as 1-mL aliquots at –80°C. One
high and one low concentration QC should be analyzed at the beginning, middle,
and end of batch of samples.

2. On the day of analysis, defrost one aliquot of each and incubate with DTT and
MBBr, as previously described.

3. Centrifuge at 13,000g in a microfuge for 10 min, to remove particulate matter.

3.3. Sample Preparation

1. Wash cells twice in PBS to remove GSH in medium or plasma.
2. Resuspend washed cells in 250 µL of PBS at a concentration of 2 × 106/mL (see

Note 3).
3. Mix with 250 µL of the stock MBBr solution.
4. Incubate for 5 min in the dark at room temperature.
5. Add 25 µL of 100% TCA and keep at 4oC for 30 min to insure complete protein

precipitation.
6. Centrifuge at 13,000g for 5 min using a microfuge and remove supernatant for

analysis. Samples may be stored at –80°C prior to HPLC.

3.4. Quantitation of MBBr-GSH Adducts by HPLC

1. Separation of fluorescent compounds is achieved using reverse phase gradient
HPLC (RP-HPLC) using a 4.6 × 150 mm Spherisorb ODS 5 µm column (Jones
Chromatography) kept at 19°C (see Note 4).

2. Peaks are detected using a fluorescent detector set with an excitation wavelength
of 384 nm and an emission wavelength of 480 nm.

3. The sample volume injected is 25 µL.
4. Acetonitrile (100%), acetic acid (2.5%), and water are used as the mobile phase,

with a flow rate of 1 mL/min. A linear gradient from 10% acetonitrile,
0.25% acetic acid to 75% acetonitrile, 0.25% acetic acid is used for elution (see
Table 2). The total analysis time, including flushing and equilibration of the
column, is 26 min.

4. The concentration in the unknowns is calculated from a standard curve, prepared
using integrated peak areas.

4. Notes
1. Because MBBr is light-sensitive, all steps should be performed in the dark.
2. Purchase as solution to reduce risk of handling.
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3. This concentration of cells is appropriate for lymphoblasts. Dilution experiments
should be performed for larger cells to establish the optimum cell concentration
to use.

4. Flush and store the column in 80% water and 20% acetonitrile.

Reference
1. Cotgreave, I. A. and Moldeus, P. (1986) Methodologies for the application of

monobromobimane to the simultaneous analysis of soluble and protein thiol com-
ponents of biological systems. J. Biochem. Biophys. Methods 13, 231–249.

Table 2
Gradient Used to Separate MBBr-GSH Adducts

Flow rate Water Acetonitrile Acetic acida

Time (mL/min) (%) (%) (%)

0 1 80 10 10
5 1 80 10 10

13 1 15 75 10
17 1 15 75 10
19 1 80 10 10

a2.5% solution.
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Topoisomerase I and II Activity Assays

Philippe Pourquier, Glenda Kohlhagen,
Li-Ming Ueng, and Yves Pommier

1. Introduction
DNA topoisomerases I and II (top1 and top2, respectively) are ubiquitous

enzymes that play an essential role in transcription, replication, chromosome
segregation, and DNA repair. The basic enzymatic reaction of topoisomerases,
namely reversible DNA nicking, is a transesterification reaction where a DNA
phosphodiester bond is transferred to a specific enzyme tyrosine residue.
Eukaryotic top1 and top2 exhibit major differences concerning their
mechanism of action. Top1 acts as a monomer and forms a covalent bond with
the 3'-terminus of a DNA single-strand break (1–3) whereas top2 acts as an
homodimer and forms a covalent bond with the 5'-terminus of the DNA double-
strand break with a four base-pairs overhang (Fig. 1) (1–4). No energy cofactor
is required for top1 activity, whereas top2 hydrolyzes adenosine triphosphate
(ATP) during its catalytic cycle.

Both top1 and top2 can remove supercoils by making transient nicks in DNA
and allowing the passage of another single- or double-stranded DNA molecule
through the nick. However, only top2 is able to catenate or decatenate closed
duplex DNA.

Both topoisomerases have been shown to be important targets for numerous
classes of anticancer agents (see refs. 4–7 for reviews). Top2 inhibitors have
been separated into two main categories: topoisomerase poisons such as
anthracyclines (doxorubicin), epipodophyllotoxins (etoposide [VP-16] and
teniposide [VM-26]), and aminoacridines (m-AMSA), which trap the cleavage
step. The second category is the topoisomerases suppressors, such as ICRF
187 or 193, which do not stabilize the cleavage complexes but rather inhibit
the catalytic activity of the enzyme (4). The main top1 poisons to date belong

From: Methods in Molecular Medicine, Vol. 28: Cytotoxic Drug Resistance Mechanisms
Edited by: R. Brown and U. Böger-Brown  © Humana Press Inc., Totowa, NJ
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Fig. 1. Top1- and top2-cleavage complexes. (A) Top1 acts as a monomer, makes a single-strand break and covalently binds
to the 3'-end of the break, leaving a 5'-hydroxyl end. (B) Top2 acts as a dimer, and generally makes a double-strand break.
Each strand is cleaved by one monomer, with a 4-base overhang. Each monomer covalently binds to the 5'-end of the break
and leaves a 3'-hydroxyl end.
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to the camptothecins family (5). Topoisomerase poisons can be used to map
topoisomerase cleavage sites because they enhance top1 or top2 cleavage.
However, they show specific base preferences depending on the class of the
compound (4,5)

Here, we describe simple and commonly used in vitro assays (Table 1) to
measure mammalian top1 and top2 activities and the response of topoisomer-
ases to drugs.

2. Materials
Both top1 and top2 cleavage assays can be performed using two different

substrates: either short duplex oligonucleotides containing a unique top1 or
top2 cleavage site, or DNA fragments from genes, DNA viruses, or plasmids.

2.1. Oligonucleotide Assay for Top1-Mediated Cleavage

1. Oligonucleotides: One duplex oligonucleotide is derived from Tetrahymena
rDNA hexadecameric sequence (8) where the A was changed to a G at the +1
position relative to the top1 cleavage site (indicated by the caret) to enhance
camptothecin sensitivity (9):
5' - GATCTAAAAGACTT^GGAAAAATTTTTAAAAAAGCTC - 3' (scissile

strand)
3' - CTAGATTTTCTGAA-CCTTTTTAAAAATTTTTTCGAG - 5' (nonscissile

strand)
Another oligonucleotide is derived from a strong cleavage site in simian virus 40
DNA (9):
5' - CAAAGTCAGGTTGAT^GAGCATATTTTACTC - 3' (scissile strand)
3' - GTTTCAGTCCAACTA-CTCGTATAAAATGAG - 5' (non scissile strand)
Oligonucleotides are high-performance liquid chromatography (HPLC)-purified
and resuspended in distilled water at 10 picomoles/µL and stored at 4°C (see
Note 1).

2. Terminal deoxynucleotidyl transferase (Gibco BRL, Grand Island, NY).
3. Labeling buffer (5X: 500 mM potassium cacodylate, pH 7.2, 1 mM DTT). Store

at –20°C.
4. [α32P]-cordycepin (New England Nuclear, Boston, MA; specific activity: 5000

µCi/µL). Store at –20°C.
5. G25 Sephadex spin columns.
6. Annealing buffer (10X): 100 mM Tris-HCl, pH 7.8, 1 M NaCl, 10 mM Na2

ethylenediaminetetracetic acid (EDTA). Store at –20°C.
7. Catenation buffer (10X): 100 mM Tris-HCl, pH 7.5, 500 mM KCl, 50 mM MgCl2,

1 mM Na2EDTA, 150 µg/mL bovine serum albumin (BSA). Store at –20°C.
8. 10X dithiothreitol (DTT): 2 mM stock solution. Store at –20°C.
9. Purified top1.

10. 10 mM camptothecin (CPT) stock solution in dimethylsulfoxide (DMSO).
Aliquots can be stored at –20°C, but making fresh solution is recommended.
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Table 1
Topoisomerase Reactions and Assays Described in this Chaptera

Supercoiled unlabeled 32P End-labeled 32P End-labeled DNA
Substrate DNA DNA fragments kDNA (Gene fragments or oligonucleotides)

Gel Agarose Agarose Agarose Denaturing Acrylamide

Top2 DNA relaxation Cleavage complexes: Decatenation Cleavage complexes: SSB + DSB
Cleavage complexes:   DSB (5'-end-labeled DNA)
  SSB: nicksb

Top1 Cleavage complexes: Cleavage complexes: N/A Cleavage complexes: SSB
  SSB: nicksb   SSBc (3'-end-labeled DNA)
  DSB: form III linear

aThis table provides a simple guide to choose the suitable technique for the different top1 or top2 activities measurements (cleavage, relaxation,
decatenation).

bAddition of chloroquine or ethidium bromide in the running buffer resolves nicked DNA vs relaxed DNA (21).
cIn this case, the agarose gel loading buffer needs to be denaturing, and electrophoresis needs to be started quickly after loading to avoid

renaturation (12).
DSB, DNA double-strand break; SSB, DNA single-strand break; N/A, not applicable.



Top1 and Top2 Activity Assays 99

11. Sodiumdodecylsulfate (SDS): 5% (w/v) stock solution in distilled water.
12. Beta scintillation counter.
13. DNA sequencing gels and loading buffer (see Subheading 2.7.).

2.2. Long DNA Fragment Assay for Top1-Mediated Cleavage

1. Various fragments can be used: for instance, SV40 DNA, pBR322 plasmid,
pBluescript SK(–) phagemid, c-myc proto-oncogene fragments or human top1
cDNA (10–12).

2. Restriction enzymes from commercial sources (see also Note 2).
3. Dialysis membrane for electroelution.
4. [α32P]-dCTP (New England Nuclear: specific activity: 3000 Ci/mmol). Stored at

4°C.
5. 0.5 mM of dATP, dTTP, and dGTP Mix.
6. Labeling buffer (10X): 500 mM Tris, pH 8.0, 100 mM MgCl2, 500 mM NaCl.
7. Klenow fragment of DNA polymerase I.
8. Phenol (1X TBE saturated).
9. Chloroform/isoamyl alcohol (25:1).

10. TE buffer (1X): 10 mM Tris-HCl, pH 7.5, 1 mM Na2EDTA.
11. Sodium acetate 3 M, pH 5.2.
12. 100% and 70% ethanol, stored at –20°C.
13. Catenation buffer (10X): 100 mM Tris-HCl pH 7.5, 500 mM KCl, 50 mM MgCl2,

1 mM Na2EDTA, 150 µg/mL BSA. Store at –20°C.
14. 10X DTT: 2 mM stock solution. Store at –20°C.
15. Purified top1.
16. 10 mM CPT stock solution in DMSO. Aliquots can be stored at –20°C, but mak-

ing fresh solution is recommended.
17. SDS: 5% (w/v) stock solution in distilled water.
18. Alkaline precipitation solution: 0.6 M sodium acetate, 100 µg/mL tRNA (final

concentrations).
19. Beta scintillation counter.
20. DNA sequencing gels and loading buffer (see Subheading 2.7.).

2.3. Oligonucleotide Assay for Top2-Mediated Cleavage

1. Oligonucleotides: Three oligonucleotides for top2 cleavage have been described:
a. One oligonucleotide is derived from the SV40 DNA (from position 4235 to

4270) and contains a top2 site in the absence of drug (indicated by the carets).
This oligonucleotide contains 3 additional sites in the presence of idarubicin,
and few additional sites in the presence of m-AMSA and VM-26 (13):
5' - GTATGTTATGATT^ATAA-CTGTTATGCCTACTTATAA - 3'
3' - CATACAATACTAA-TATT^GACAATACGGATGAATATT - 5'

b. Another oligonucleotide is derived from the T4rIIB gene that contains a strong
and unique m-AMSA-induced cleavage site (indicated by the carets) (14):
5' - GATCCAAGCTAAAGTT^ATAT-AACTTTATTCAAGGTCGA - 3'
3' - CTAGGTTCGATTTCAA-TATA^TTGAAATAAGTTCCAGCT - 5'
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c. The third oligonucleotide is a pBR322 fragment (from position 87–126) and
contains a unique top2 cleavage site (indicated by the carets). However, cleav-
age at this site is only enhanced three-fold by high concentrations of etoposide
(200 µM) (15):
5' - TGAAATCTAACAATG^CGCT-CATCGTCATCCTCGGCACCGT - 3'
3' - ACTTTAGATTGTTAC-GCGA^GTAGCAGTAGGAGCCGTGGCA - 5'

2. T4 polynucleotide kinase (Gibco BRL).
3. Forward reaction buffer (5X): 350 mM Tris-HCl, pH 7.6, 500 mM KCl, 5 mM

2-mercaptoethanol, 50 mM MgCl2. Store at –20°C.
4. [γ32P]-ATP (New England Nuclear: specific activity: 6000 Ci/mmol).
5. Na2EDTA: 0.5 M stock solution.
6. Annealing buffer (10X): 100 mM Tris-HCl, pH 7.8, 100 mM NaCl, 10 mM

Na2EDTA.
7. Catenation buffer (10X): 100 mM Tris-HCl, pH 7.5, 500 mM KCl, 50 mM MgCl2,

1 mM Na2EDTA, 150 µg/mL BSA. Store at –20°C.
8. 10X DTT: 2 mM stock solution. Store at –20°C.
9. ATP: 10 mM stock solution. Store at –20°C.

10. Purified top2.
11. 10 mM VM-26 stock solution in DMSO. Store at –20°C. Aliquots can be stored

at –20°C, but making fresh solution is recommended.
12. SDS: 5% (w/v) stock solution in distilled water.
13. Proteinase K (Gibco BRL): 5 mg/mL stock solution in distilled water. Store

at –20°C.
14. Beta scintillation counter.
15. DNA sequencing gels and loading buffer (see Subheading 2.7.).

2.4. Long DNA Fragment Assay for Top2-Mediated Cleavage

1. SV40 DNA, pBluescript SK(-) phagemid, pBR322 plasmid and c-myc proto-
oncogene can be used in this assay (9,10,16–18).

2. Restriction enzymes from commercial source.
3. Shrimp alkaline phosphatase (SAP) (United States Biochemical, Cleveland, OH).

This enzyme is preferred to calf intestinal phosphatase (CIP) because it is
heat-labile in its 10X reaction buffer: 200 mM Tris-HCl, pH 8.0, 100 mM MgCl2.

4. T4 polynucleotide kinase (Gibco BRL).
5. Forward reaction buffer (5X): 350 mM Tris-HCl, pH 7.6, 500 mM KCl, 5 mM

2-mercaptoethanol, 50 mM MgCl2. Store at –20°C.
6. [γ32P]-ATP (New England Nuclear): specific activity: 6000 Ci/mmol.
7. G50 Sephadex spin columns.
8. Catenation buffer (10X): 100 mM Tris-HCl, pH 7.5, 500 mM KCl, 50 mM MgCl2,

1 mM Na2EDTA, 150 µg/mL BSA. Store at –20°C.
9. 10X DTT: 2 mM stock solution. Store at –20°C.

10. ATP: 10 mM stock solution. Store at –20°C.
11. Purified top2.
12. 10 mM VM-26 stock solution in DMSO (store at –20°C).
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13. SDS: 5% (w/v) stock solution in distilled water.
14. Proteinase K (Gibco BRL): 5 mg/mL stock solution in distilled water. Store

at –20°C.
15. Alkaline precipitation solution (for 10 mL solution): 2 mL 3 M sodium acetate,

100 µg/mL tRNA solution, distilled water up to 10 mL. Store at –20°C.
16. Beta scintillation counter.
17. DNA sequencing gels and loading buffer (see Subheading 2.7.).

2.5. Top1 and Top2 Relaxation and Cleavage Assays
1. Supercoiled native SV40 DNA, form I (Gibco BRL) or pBR322 plasmid DNA.
2. Catenation buffer (10X): 100 mM Tris-HCl, pH 7.5, 500 mM KCl, 50 mM MgCl2,

1 mM Na2EDTA, 150 µg/mL BSA; store at –20°C.
3. 10X DTT: 2 mM stock solution. Store at –20°C.
4. ATP: 10 mM stock solution (for top2 assays only). Store at –20°C.
5. Purified top1 or top2.
6. SDS: 5% (w/v) stock solution in distilled water.
7. Proteinase K (Gibco BRL): 5 mg/mL stock solution in distilled water. Store at –20°C.
8. Agarose gel and agarose loading buffers (see Subheading 2.8.).

2.6. Decatenation Assays
1. Kinetoplast DNA (kDNA) (TopoGEN Inc., Columbus, OH).
2. Markers: linear kDNA (XhoI cut) and decatenated kDNA.
3. Decatenation buffer (10X): 100 mM Tris-HCl, pH 7.4, 1 M KCl, 50 mM MgCl2,

10 mM ATP, 1 mM Na2EDTA, 150 µg/mL BSA. Store at –20°C.
4. ATP: 10 mM stock solution. Store at –20°C.
5. Purified top2.
6. SDS: 5% (w/v) stock solution in distilled water.
7. Proteinase K (Gibco BRL): 5 mg/mL stock solution in distilled water. Store

at –20°C.
8. Standard agarose gel (1% in TBE 1X) and standard agarose loading buffer (see

Subheading 2.8.).

2.7. Sequencing Gels
1. Sequencing loading buffer: 80% formamide, 10 mM NaOH, 1 mM Na2EDTA,

0.1% xylene cyanol, 0.1% bromophenol blue.
2. Acrylamide solution (50%): dissolve 100 g acrylamide into 100 mL of distilled

water, and add up to 200 mL.
3. N, N’ methylenebisacrylamide (bisacrylamide) 2% solution.
4. TBE (10X): 108 g Tris base, 55 g boric acid, 4 mL 0.5 M Na2EDTA, pH 8.0;

add up to 1 L with distilled water.
5. Ammonium persulfate: 10% (w/v) solution (make fresh).
6. N,N,N’,N’,tetramethylenediamine (TEMED).
7. Sequencing gel electrophoresis apparatus.
8. PhosphorImager system or X-ray films and developer.
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2.8. Agarose Gels
1. Standard agarose loading buffer (10X): 20% Ficol 400, 0.1 M Na2EDTA, pH 8.0,

1% SDS, 0.25% bromophenol blue.
2. Denaturing agarose loading buffer (10X): 0.45 M NaOH, 30 mM Na2EDTA,

15% sucrose, 0.25 mg/mL bromocresol green (12).
3. Agarose (molecular-biology grade).
4. TBE (10X): 108 g Tris base, 55 g boric acid, 4 mL 0.5 M Na2EDTA, pH 8.0;

add up to 1 L with distilled water.
5. Ethidium bromide: 10 mg/mL stock solution.
6. MgSO4: 1 M stock solution for destaining.
7. Molecular-weight markers: usually the 1 kb ladder and/or the λDNA/HindIII.
8. Sequencing gel electrophoresis apparatus.
9. Ultraviolet (UV) transilluminator system.

3. Methods
3.1. Oligonucleotides Labeling

3.1.1. 3'-End Labeling

1. Standard 40 µL reaction: mix 1 µL scissile strand oligonucleotide (approxi-
mately 10 picomoles) with 20 µL purified distilled water, 8 µL 5X labeling
buffer, 10 µL [α32P]-cordycepin and 1 µL terminal deoxynucleotidyl transferase
(TdT) (15 units).

2. Incubate for 1 h at 37°C.
3. Prepare the G25 Sephadex spin column by removing the buffer by two centrifu-

gations at 1000g for 5 min. Then, load the reaction mixture on top of the column
and spin for 5 min at 1000g. The unincorporated [α32P]-cordycepin remains
in the column. Make sure to load the sample in the middle of the top of the
column.

4. Check the labeling efficiency by counting 1 µL of the flow-through. The counts
should be over 100,000 dpm/µL (see Note 4).

5. An additional purification step can be performed (for both labeled and unlabeled
oligonucleotide) by loading single-stranded DNA on a denaturing polyacryla-
mide gel and electroeluting the corresponding band (19), or using commercially
available gel extraction protocols (see Note 5).

3.1.2. 5'-End Labeling

1. Standard 20 µL reaction: mix 1 µL of one oligonucleotide (approximately 10 pico-
moles) with 8.5 µL purified distilled water, 4 µL 5X forward reaction buffer, 6 µL
[γ32P]-ATP, 0.5 µL T4 DNA polynucleotide kinase (5 units).

2. Incubate for 1 h at 37°C.
3. Stop the reaction by adding 1 µL of 0.5 M Na2EDTA, and heat the reaction tube

at 70°C for 10 min.
4. Purification of the oligonucleotide is performed with a G25 Sephadex spin col-

umn as described in Subheading 3.1.1, steps 3–5.
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3.1.3. Annealing Reactions

1. The labeled oligonucleotide (flow-through) is mixed with the same amount of
unlabeled complementary strand (1 µL or approximately 10 picomoles) and a final
concentration of 1X annealing buffer (adjust the volume with distilled water).

2. Heat the mixture at 95°C for 5 min on a dry heating block.
3. Switch off the block and let the mixture cool down to room temperature.

3.2. pBluescript SK(-) Fragments Labeling

pBluescript SK(-) is taken as an example. Principles are similar with other
DNA fragments.

3.2.1. 3'-End Labeling (Fill-in Reaction)

1. 2 µg of pBluescript SK(-) phagemid is digested for 1 h at 37°C with 10 units of
PvuII and HindIII in a final volume of 50 µL.

2. Add 5 µL 10X standard agarose loading buffer and load the sample on a 1%
agarose gel.

3. The PvuII-HindIII-digested pBluescript SK(-) 161 bp fragment is electrophore-
sed overnight in a 1% agarose gel (see Subheading 3.4.2.).

4. After ethidium bromide staining, the 161 bp band is excised from the gel and
electroeluted (19) before ethanol precipitation. Any commercially available aga-
rose gel extraction protocol can be used at this stage.

5. Approximately 200 ng of PvuII-HindIII fragment is labeled with 2 units (1 µL)
Klenow fragment from DNA polymerase I, 4 µL [α32P]-dCTP, and 0.05 mM
dNTP Mix in 1X Klenow buffer. Final reaction volume is 30 µL.

6. Incubate the reaction mixture at room temperature for 15 min.
7. Add an equal volume (30 µL) of phenol:chloroform/isoamyl alcohol (v:v). Vor-

tex for 10 s and microcentrifuge to separate phases (usually 30 s).
8. Transfer the top (aqueous) layer to a new tube, and re-extract the first tube with

30 µL of 1X TE buffer.
9. Pool the aqueous phases and extract with 1 volume of chloroform/isoamyl alco-

hol (24/1).
10. Transfer the upper phase to a new tube and ethanol precipitate: add 1 volume of

alkaline precipitation solution and 2.5 volumes of cold 100% ethanol (mix gen-
tly) and incubate for at least 20 min at –20°C.

11. Centrifuge at 12,000g for 30 min at 4°C, remove the supernatant, add 500 µL
cold ethanol 70% to wash the pellet and centrifuge at 12,000g for another 30 min
at 4°C.

12. Remove the supernatant, lay the tube near a 70°C heat block to dry, check the
labeling by counting the dry tube, and resuspend the DNA in distilled water.

3.2.2. 5'-End Labeling

1. 2 µg of pBluescript SK(-) phagemid is digested for 1 h at 37°C with 10 units of
PstI in a final volume of 50 µL.
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2. Add to the former 50 µL reaction mixture 6 µL of 10X SAP buffer and 1 µL
(1 unit) of SAP. Add distilled water up to 60 µL and incubate for 1 h at
37°C.

3. Heat-inactivate the phosphatase for 30 min at 65°C.
4. Take a 4 µL aliquot (approximately 130 ng) of the aforementioned solution and

add 2 µL 10X kinase buffer, 10 µL [γ32P]-ATP, and 1 µL (10 U) of T4 polynucle-
otide kinase. Add distilled water up to 20 µL and incubate for 1 h at 37°C.

5. Heat-inactivate for 15 min at 70°C.
6. Add 1 µL (10 U) of HindIII to the aforementioned solution and incubate for

another hour at 37°C. This step will generate two 5'- end-labeled fragments of 22
and 2936 bp. Only the 2936 bp fragment is used to sequence topoisomerase cleav-
age sites.

7. Remove the excess of unincorporated [γ32P]-ATP through a G50 Sephadex spin
column as described in Subheading 3.1.1. step 3. This step should also remove
the 22 bp fragment.

8. Count 1 µL of the flow through to check the labeling efficiency.

3.3. Topoisomerase Reactions

3.3.1. Top1 Cleavage Reactions

1. For a typical 10 µL reaction: use approximately 50,000 dpm from the 3'-
labeled DNA, 1 µL 10X catenation buffer, 1 µL 10X DTT, 1 µL DMSO and
approximately 1 µL the enzyme solution. Add distilled water up to 10 µL (see
also Note 6).

2. Run controls in the absence and presence of purified top1.
3. If reactions are performed in order to test new top1 inhibitors, run a reaction with

1 µL of a 100 µM solution of CPT (10 µM final concentration) as a positive control.
4. Incubate reactions at room temperature for 30 min and stop reactions by adding 1 µL

of SDS 5%.
5. For oligonucleotides experiments, add 3–4 volumes of sequencing loading

buffer. Only a fraction of the samples (generally 5 µL) is loaded on the gel.
Figure 2A shows a typical gel is shown for top1 cleavage in the Tetrahymena
oligonucleotide.

6. An extra purification step is needed when long DNA fragments are used: after
step 4, add 1 volume of alkaline precipitation solution and 2.5 volumes of cold
100% ethanol (mix gently) and incubate for at least 20 min at –20°C (see Note 7).

7. Repeat steps 11 and 12 from Subheading 3.2.1. and resuspend the DNA directly
in sequencing loading buffer instead of distilled water. Heat the samples 1 min at
95°C before loading. A representative gel for top1 cleavage in pBluescript SK(–)
fragment is shown in Fig. 2B.

8. Top1-mediated cleavage complexes (single-strand breaks) can also be detected
using agarose gels (12). In that case, approximately 0.5 volumes of agarose dena-
turing buffer is added directly to the samples after reactions are stopped by 0.5%
SDS. A fraction of the sample is quickly loaded in a standard 1% agarose gel.



Top1 and Top2 Activity Assays 105

3.3.2. Top2 Cleavage Reactions
Reactions are performed in the same conditions except that the DNA is 5'-end

labeled and that the reactions are modified as follows for a typical 10 µL reaction:

1. Add 1 µL 10 mM ATP stock solution to reactions (1 mM final concentration).
2. After stopping the reaction with SDS, a digestion with proteinase K is recom-

mended for samples run in nondenaturing agarose gels: usually, add 1 µL 5 mg/
mL Proteinase K solution and incubate for 1 h at 50°C.

3. If reactions are performed in order to test new top2 poisons, run a reaction with 1 µL
of a 100 µM solution of VM-26 (10 µM final concentration) as a positive control
(see Note 3).

3.3.3. Relaxation Assays with Native Supercoiled DNA
(Top1 or Top2 Reactions)

1. For a typical 10 µL reaction: 0.3–0.4 µg SV40 DNA is mixed with 1 µL 10X
catenation buffer, 1 µL 10X DTT, 1 µL 10 mM ATP, 1 µL DMSO (control for
drugs diluted in DMSO), generally 1 µL topoisomerase or cellular extract, and
distilled water up to 10 µL.

2. If reactions are performed in order to test new topoisomerases inhibitors, run a
reaction with 1 µL of a 100 µM solution of the appropriate positive control drug
(either CPT or VM-26; 10 µM final concentration).

Fig. 2. (A) Purified top1-mediated cleavage in the 3'-labeled Tetrahymena oligo-
nucleotide. Lane 1, DNA alone; lane 2: + top1; lane 3: + top1 + 10 µM CPT. The
unique cleavage product is indicated by the arrow. (B) Purified top1-mediated cleav-
age in the PvuII–HindIII fragment of the pBluescript SK(–) phagemid. Lanes are the
same as in Panel A. The gel shows the multiple CPT-enhanced cleavage of top1 sites
(compare lane 2 to lane 3).
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Fig. 3. (A) Relaxation of SV40 DNA by purified top1. Lane 1, DNA alone. The
majority of the DNA is in its supercoiled form, but a fraction of the DNA is nicked.
Lane 2: SV40 + top1. Relaxed DNA appears as multiple bands corresponding to the
different changes in linking numbers between the supercoiled and the nicked DNA.
(B) Decatenation of kDNA by top2. Lane 1, DNA alone; lane 2 and 3: kDNA + top2
for 15 min and 30 min incubation, respectively. Decatenation is measured by the disap-
pearance of the band in the well and appearance of lower bands (indicated by arrows).

3. Incubate the reaction mixture for 30 min at 37°C or 30°C.
4. Stop reactions with 1 µL SDS 5% (0.5% final concentration).
5. Add 1 µL of 5 mg/mL proteinase K and incubate the reaction mixture for 15 min at 50°C.
6. Add 1.2 µL of 10X loading buffer for agarose gel electrophoresis.
7. A representative gel for top1-induced relaxation assay is shown in Fig. 3A (top2-

induced relaxation gives the same type of pattern).

3.3.4. Decatenation Assays (Top2 Reactions)

1. To 0.3 µg of kDNA, add 2 µL 10X decatenation buffer, 1 µL DMSO, generally
1 µL of top2 or cellular extracts, and distilled water up to 20 µL.

2. If reactions are performed to assay new top2 inhibitors, run a control reaction
with 1 µL of a 100 µM VM-26 solution as a positive control.
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3. Incubate for 30 min at 37°C or 30°C.
4. Stop the reaction with 2.5 µL of SDS 5% (0.5% final concentration).
5. Add 2 µL 5 mg/mL proteinase K and incubate the reaction mixture for 15 min at 50°C.
6. Add 2.5 µL 10X loading buffer for agarose gel electrophoresis.
7. A representative gel is shown in Fig. 3B.

3.4. Gels

3.4.1. Polyacrylamide Gels

1. Glass plates (42 × 33 cm) are separated by 0.4-mm plastic spacers. The edges and
the bottom of the plates are sealed with clamps (see Note 8).

2. Standard 16% polyacrylamide gels (preparation for 100 mL): Mix 42 g of urea in
32 mL of 50% acrylamide, 8 mL of 2% bisacrylamide, and 10 mL of 10X TBE
(see Note 9). Microwave the acrylamide solution (avoid boiling) and wait until
complete solubilization. Add distilled water up to 100 mL.

3. Cool down the solution to room temperature while stirring and filter with a 0.2-µm
Millipore membrane.

4. To the 100 mL solution, add 45 µL TEMED, and 800 µL freshly prepared 10%
ammonium persulfate.

5. Pour the mixture between the glass plates at an angle of approximately 45°. When
the level of acrylamide reaches the top, slowly lay down the plates horizontally and
insert the 32-tooth comb (0.4-mm thick). Polymerization takes at least 30 min.

6. After polymerization, remove slowly the comb and flush the wells with 1X TBE
(running buffer) using a Pasteur pipet or a large syringe. Pre-run the gel until the
temperature reaches 50°C (indicated by the temperature sensor).

7. Load 5 µL of the samples and run the gel at 120 W until the bromophenol blue
reaches the 3/4 of the plates for the oligonucleotides assays, or until the bro-
mophenol blue reaches the bottom of the gel for the pBluescript SK(–) fragment
assays. If necessary, decrease electric power in order not to exceed 50°C during
the electrophoresis (to avoid cracking of the glass plates).

8. At the end of electrophoresis, the plates are carefully separated (the gel should
remain stuck to the nonsiliconized plate). The gel is transferred to a 3MM
Whatman paper, covered with a plastic wrap and dried at 80°C for at least 1 h.

9. Gels are exposed for autoradiography or in a PhosphorImager cassette.

3.4.2. Agarose Gels

1. 1% (w/v) standard agarose gel solutions:
Large gels (22 × 25 cm): 3 g agarose in 300 mL of 1X TBE buffer.
Medium gels (11.5 × 14.2 cm): 1 g agarose in 100 mL of 1X TBE buffer.

2. Microwave agarose solution until complete dissolution (the solution should boil).
Let the solution cool down while stirring. Pour the gel when the temperature is
around 40–50°C. Insert the comb.

3. When polymerized, add enough 1X TBE buffer to cover the gel and load samples.
4. Different markers can be used depending on the reaction:
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For pBluescript SK(–) fragments purification: 1 Kb ladder.
For relaxation: linear and supercoiled samples.
For decatenation reactions: linear kDNA and decatenated kDNA markers.
For detection of cleavable complexes: 32P-end-labeled 1Kb ladder or the HindIII
or EcoRI digested DNA fragment used in the assay.

5. Electrophorese overnight at 80–100 volts for large gels or 40–60 V for medium
gels in 1X TBE buffer (the bromophenol blue should be near the end of the gel).

6. Agarose gels are stained in TBE 1X containing 0.5 mg/mL ethidium bromide for
30–45 min and destained with a 1 mM MgSO4 solution for an additional 30 min.

7. DNA visualization is made with an UV transilluminator (see Notes 10 and 11).

4. Notes
1. Oligonucleotide working solutions can be stored at 4°C. However, each oligo-

nucleotide should be aliquoted, vacuum-dried and stored at –20°C.
2. Usually restriction enzymes are supplied with the adequate 10X reaction buffer.

Enzyme concentration and reaction buffer composition may vary from one source
to another, and volumes need to be adjusted accordingly.

3. In the top2 reactions, VM-26 is used as a positive control. However, depending
on the oligonucleotide or the DNA fragment used, other top2 inhibitors (etoposide
[VP-16], or m-AMSA) can be used. It is preferable not to use doxorubicin as a
positive control because of its strong DNA intercalating property, which sup-
presses top2 cleavage above 1 µM.

4. The radiolabeled fragments (long pieces or oligonucleotides) have to be used
within a reasonable time because of radiolysis (usually within a week if stored at
4°C), to avoid any laddering.

5. In some cases, two (or more) bands migrating slower than the predicted size can
be detected in the control DNA after 3'-end labeling with [α32P]-cordycepin. This
could be owing to the presence of normal [α32P]-ATP in the cordycepin vial.
Generally, a new [α32P]-cordycepin batch must be used.

6. 5'-end labeling is also possible for top1-mediated cleavage reactions. Then, pro-
teinase K digestion is necessary before analysis of the cleavage products. Other-
wise, the covalent topoisomerase-DNA complexes will remain in the wells. 5'-end
labeling is not recommended, however, because proteinase K leaves the top1
catalytic tyrosine attached to the DNA and sometimes a small peptide.

7. Usually, for long fragments, a purine sequencing is performed according to
Maxam Gilbert chemical sequencing protocol (20). Briefly, 25 µL formamide is
added to 5 µL labeled DNA and incubated at room temperature for 5 min. DNA is
precipitated with an equal volume of alkaline precipitation solution (30 µL) and
2.5 volumes of 100% ethanol. After 20 min incubation on ice, the tube is centri-
fuged 30 min at 12,000g at 4°C, rinsed with 70% ethanol and dried. 100 µL of
freshly diluted piperidine (1:10 in distilled water) is added, heated at 90°C for
30 min, and the sample vacuum-dried. The pellet is washed with 20 µL of dis-
tilled water and vacuum-dried again. The DNA is resuspended in the denaturing
loading buffer and heated at 95°C for 2 min before loading.
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8. One plate is “siliconized” by washing with 2 mL nonstick plate-coating Acrylease
solution (Stratagene, La Jolla, CA). After complete drying, the plate is buffed
until clear. New plates have to be washed with 5 M NaOH and rinsed with dis-
tilled water before use. Before each electrophoresis, the plates are first washed
with a glass-cleaning solution and then with methanol.

9. Higher percentage of acrylamide (20 or 25%) can be used when topoisomerase-
mediated cleavage leads to small fragments. In that case, 0.5X instead of 1X TBE
can be used for the acrylamide gel and for the running buffer.

10. Separation between relaxed and nicked DNA is possible using agarose gels con-
taining 2 µg/mL chloroquine (21).

11. Some drugs at high concentration can retard the migration of DNA in agarose
gels. Such a problem can be solved by adding 0.1% SDS in the gel. However,
after electrophoresis, the gel has to be rinsed extensively in water to remove the
SDS before adding the ethidium bromide staining solution.
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5-Fluorouracil Metabolizing Enzymes

Howard L. McLeod, Lesley H. Milne, and Stephen J. Johnston

1. Introduction
The uracil analog 5-fluorouracil (5-FU) is used as part of combination

therapy for the treatment of breast, head/neck, and gastrointestinal malignan-
cies, and has single-agent activity in colorectal cancer. 5-FU itself is inactive
and requires intracellular conversion to form cytotoxic nucleotides (1). Several
cellular targets for fluoropyrimidines have been well-characterized, including
inhibition of thymidylate synthase (TS) by fluorodeoxyuridine monophosphate
(FdUMP) and false base incorporation into RNA or DNA. Most investigations
into cellular resistance factors regulating 5-FU activity have focused on alter-
ations in (TS) levels and reduced folate pools, the required cofactor for binding
dUMP to thymidylate synthase (1). However, the majority of an administered
5-FU dose undergoes metabolism to inactive species through a three-enzyme
process, which is initiated and rate-limited by dihydropyrimidine dehydroge-
nase (DPD; EC 1.3.1.2). Following a bolus injection of 5-FU, 80% is degraded
via DPD after 24 h after administration (2). Studies of 19F nuclear magnetic reso-
nance (NMR) spectroscopy in mice bearing colon tumors found catabolites
made up 51% of labeled drug in the tumor, compared with 26% for the ana-
bolic products (3).

DPD activity is found in most tissues, with the highest content in liver and
peripheral mononuclear cells. Peripheral mononuclear cells are used as an easily
accessible surrogate tissue for assessing in vivo DPD activity, and a high degree
of variation in activity is observed in the general population (up to 20-fold) (2).
Although 5-FU is usually well-tolerated, patients with low or undetectable DPD
activity have been described who exhibit severe, even life-threatening, toxicity
such as pancytopenia, mucositis, and neurological toxicity (4).

Several methods for measuring DPD activity have been described, including
thin-layer chromatography (TLC), high-pressure ligand chromatography
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(HPLC), and ultraviolet (UV) spectroscopy methods for measuring the ability of
the enzymes to affect test substrates (5). These methods have used several differ-
ent substrates, including radiolabeled uracil, thymine, or 5-FU. Until recently,
the assays used have been cumbersome, preventing efficient, high-throughput
analysis of enzyme activity in biological tissues in a reproducible manner. In this
chapter, we describe a method for measuring ex vivo DPD activity using 14C-
labeled 5-FU as the preferred substrate. This assay is useful in peripheral mono-
nuclear cells, solid tissues, and cell lines, and has been applied to mouse, rat,
monkey, dog, cow, pig, and human tissues (6,7).

Another relatively under-investigated pathway of 5-FU metabolism is conversion
of 5-FU to 5-fluoro-2’deoxyuridine (FDUR) by thymidine phosphorylase (TP; E.C.
2.4.2.4) (1). FDUR is the first step in one pathway for the metabolic activation of
5-FU to deoxyribonucleotides. Studies into its regulation of 5-FU activity were first
stimulated by the findings that interferon induces TP expression at doses that modu-
lated 5-FU activity (8). Further experiments have indicated that the enzyme has an-
giogenic and endothelial cell chemotactic activities, and that its expression may have
prognostic significance in colorectal and breast cancer (9,10). Levels of TP expres-
sion vary up to 15-fold in different human tissues. Studies in colorectal, stomach, and
ovarian cancers have demonstrated that TP activity is consistently higher in tumor
tissue when compared to adjacent normal tissues (up to 10-fold) (11).

Until recently, there were two methods for analysis of TP activity; spectro-
photometry and TLC, both of which were based on the conversion of thymi-
dine to thymine. The spectrophotometric assay is based on the difference in
molar-extinction coefficients between thymidine and thymine at alkaline pH.
A fixed time-point at 90 min (12) or 16 h (13) has been used.

The second method uses the conversion of [14C]-thymidine to [14C]-thym-
ine or vice versa as separated by TLC. Unlike the spectrophotometric assay,
data on linearity with time and protein concentration is available for the TLC
assay (14). The main disadvantage of this particular method is the limitation of
the number of samples that can be analyzed at one time owing to the capacity
of the available chromatography equipment.

Milne et al. recently described a new assay for the measurement of TP activity
in cell lines and tissues, which is sensitive, automated, and allows the processing
of multiple assays simultaneously (15). This method exploits the ability of TP to
convert 5-FU to 5-FDUR in the presence of deoxyribose-1-phosphate (dR-1-P).

2. Materials
2.1. DPD

2.1.1. Peripheral Blood Cell Preparation

1. Ficoll-hypaque 1.077 g/mL (e.g., lymphoprep, histopaque, and so forth).
2. Phosphate buffered saline (PBS), pH 7.4.
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3. 35 mM sodium phosphate buffer, pH 7.4
NaH2PO4 · 2H2O 2.73 g in 500 mL
Na2HPO4 2.48 g in 500 mL
Combine ~400 mL Na2HPO4 with ~100 mL NaH2PO4 and adjust to pH 7.4 by
addition of Na2HPO4, if pH too high, or NaH2PO4, if pH too low. For final
buffer, combine 10 mL glycerol (e.g., Sigma, Poole, UK, cat. no. G7893) with
90 mL NaPO4 buffer.

2.1.2. HPLC

1. 25 mM MgCl2.
2. 100 mM β-mercaptoethanol.
3. 10 mM benzamidine.
4. 10 mM aminoethylisothiouronium bromide (AEITU Br; Sigma).
5. 2.5 M sucrose.
6. 50 mM ethylenediaminetetraacetic acid (EDTA).
7. Nicotinamide adenine dinucleotide phosphate (NADPH).
8. [14C]-5-FU (Amersham 54 mCi/mmol, Amersham, Arlington Heights, IL).
9. Ethanol.

10. 37°C shaking water bath.
11. 7.5-mL borsilicote glass culture tubes (Corning Glassworks, Corning, NY).
12. HPLC system (isocratic pump; UV detector helpful, but not required).
13. On-line HPLC radioactivity monitor (e.g., Berthold LB506C, Berthold, Leeds, UK).
14. Columns (in sequence): Hypersil ODS 25 × 0.46 cm, 5 µm packing; and

Spherisorb ODS 25 × 0.46 cm, 5 µm packing.
15. 35 mM potassium phosphate buffer, pH 7.4. Combine 400 mL 35 mM K2HPO4

with 100 mL 35 mM KH2PO4 and pH to 7.4 by addition of K2HPO4, if pH is too
low, or KH2PO4, if pH is too high.

16. Buffer A: (make 10 mL/5 samples): 8.9 mL of 35 mM phosphate buffer, pH 7.4,
1.0 mL 25 mM MgCl2, and 100 µL of 100 mM β-mercaptoethanol.

17. Homogenization buffer (make 50 mL/10 samples): 4.9 mL of 35 mM phosphate
buffer, pH 7.4, 1.0 mL of 25 mM MgCl2, 1.0 mL of 10 mM benzamidine, 1.0 mL
of 10 mM AEITU Br, 1.0 mL of 2.5 M sucrose, 1.0 mL of 50 mM EDTA, and
100 µL of 100 mM β-mercaptoethanol.

18. HPLC mobile phase. Place 3.4 g tetrabutylammonium hydrogen sulfate + 0.648 g
K2HPO4, and 0.408 g KH2PO4 into a 2-L container and add 1.5 L of H20; bring
pH to 8.0 with NaOH. Make up to 2 L to give 0.005 M tetrabutylammonium
hydrogen sulfate, 0.0015 M potassium phosphate buffer.

2.2. Thymidine Phosphorylase
2.2.1. Preparation of Cell Pellets

1. Trypsin (Gibco, BRL, Paisley, UK).
2. Phosphate-buffered saline (PBS) containing diaminoethanetetra-acetic acid

disodium salt and 1 mM EDTA.
3. Liquid nitrogen or dry ice.
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2.2.2. Preparation of Cell Extracts

1. 50 mM Tris-HCl, 1 mM EDTA, pH 7.4, (BDH Laboratory Supplies, Poole, UK).
2. Bio-Rad protein dye (Bio-Rad Laboratories GmbH, Hertfordshire, UK).
3. Bovine serum albumin (BSA), (Sigma).

2.2.3. Enzyme Assay

1. dR-1-P (Fluka Chemicals, Dorset, UK).
2. 5-FU, Iodouracil (5-IU), 5-Fluorodeoxyuridine (5-FDUR), (Sigma).
3. 50 mM Tris-HCl and 1 mM EDTA, pH 7.4, (BDH).
4. 37°C water bath.
5. 1.5 mL, screw-cap Eppendorf tubes.
6. Isopropanol (Fisons, Loughborough, UK).

2.2.4. Solid-Phase Extraction

1. Glass centrifuge tubes.
2. Vortex evaporator.
3. Potassium dihydrogen orthophosphate (KH2PO4), 0.1 M, pH 5.5, (BDH).
4. 1.5-mL, screw-cap Eppendorf tubes.
5. Isolute NH2 (aminopropyl) cartridges, (International Sorbent Technology Ltd.,

Mid Glamorgan, UK).
6. Acetone (Fisons).
7. Methanol (Fisons).

2.2.5. HPLC

1. Tetrabutylammonium phosphate, pH 5.5, (10-4M) (Sigma).
2. 0.02 M KH2PO4, pH 5.5, adjust pH with 2 M KOH.
3. Two Spherisorb (ODS-1) HPLC columns (150 × 4.6 mm and 250 × 4.6 mm)

(Jones Chromatography, Mid-Glamorgan, UK).
4. 18C guard columns.
5. HPLC system, including photodiode array detector.

3. Methods
3.1. DPD

3.1.1. Peripheral Blood Cell Preparation

1. Warm required amount of ficoll-hypaque for 15 min. Then add 15 mL to each 50 mL
conical centrifuge tube.

2. Withdraw blood from the heparinized patient blood sample (see Note 1) and gen-
tly place onto the top of the ficoll-hypaque. Spin the tubes at 500g for 25 min at
25°C (room temperature).

3. Remove and discard the upper layer (plasma) with a Pasteur pipet to within 0.5 cm
of the opaque interface (which contains mononuclear cells). Carefully transfer
the opaque interface with a Pasteur pipet into a clean 50-mL conical centrifuge



5-Fluorouracil Metabolizing Enzymes 115

tube (see Note 2). Dilute the cells with an equal volume of cold (4°C) PBS and
spin at 200g for 10 min at 4°C.

4. Pour off the PBS from the pellet and gently resuspend pellet. Add 30 mL of cold
(4°C) PBS and spin at 200g for 10 min at 4°C.

5. Repeat step 4 (total of three washes)
6. Pour off excess PBS and resuspend cells in 1 mL sodium phosphate-glycerol

buffer. Transfer to labeled Eppendorf tube. Pellet cells (10-s pulse) and store at
–20°C, leaving the supernatant on top of the pellet.

3.1.2. Cytosol Preparation: Solid Tissue

1. Homogenize <1 g of tissue in 4 mL homogenization buffer.
2. Remove cell debris by centrifugation at 100,000g for 60 min at 4°C.
3. Store cytosols on ice until required (see Note 3).

3.1.3. Cytosol Preparation: Cell Pellets
(Peripheral Blood Cells, Tumor Lines)

1. Thaw cells on ice and discard supernatant.
2. Resuspend cells in 300 µL buffer A by passing up and down a pipet tip.
3. Freeze/thaw the suspension on dry ice (or –80°C freezer) three times.
4. Remove cell debris by centrifugation in a desktop centrifuge at maximum speed

for 20 min at 4°C.
5. Store on ice until required (see Note 3).

3.1.4. Ex vivo DPD Metabolism of 14C-5-FU

1. While samples are spinning, weigh out NADPH and dissolve in buffer A to final
concentration of 1.0835 mg/mL (see Note 4).

2. For each tube prepare a reaction mixture containing 125 µM NADPH, 125 µM
14C-5-FU in buffer A. (42.5 µL buffer A, 20 µL 14C-5-FU, 12.5 µL NADPH/
reaction) (see Note 5).

3. A negative control with no NADPH added is carried out for each sample. (55 µL
buffer A, 20 µL 14C-5-FU, a single control is carried out for each sample).

4. Aliquot 75 µL of the reaction or control mix to 7.5 mL borosilicote-glass culture
tubes and add 50 µL cytosol (see Note 6).

5. Cover tubes with parafilm to prevent loss of sample owing to evaporation and
incubate in a 37°C water bath. Liver cytosol = 45 min incubation; other tissues
and cell pellets = 90 min incubation (see Note 7).

6. Stop the reaction by the addition of 125 µL cold ethanol (4°C), cover with
parafilm, and store at –20°C for 30 min.

3.1.5. Measuring Cytosolic Protein Concentration

To compare activity between samples, all are normalized for total cytosolic
protein. We carry this out using the BioRad protein assay (a commercial prepa-
ration of the Bradford assay), and a standard curve from BSA protein standard
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(BioRad) (see Note 8). The protein concentrations are then determined by spec-
trophotometry at wavelength 595 nm in 1-mL cuvets.

3.1.6. Separation of Metabolites by HPLC

DPD activity is determined by the amount of metabolite(s) produced per
unit of time. The metabolites are quantified by HPLC with on-line radioactiv-
ity detection. The retention time of the metabolites of 5-FU is approximately
7 min, whereas the parent is retained for approximately 15 min.

1. Prepare mobile phase and degas with helium before running through column for
30 min prior to loading of the first sample. This allows the columns to equilibrate.

2. Centrifuge samples at 2000g for 10 min at 4°C to remove precipitated protein.
3. Inject 100 µL of the supernatant. Run at ambient temperature (22°C) at a flow

rate of 1 mL/min for 22 min/sample

3.1.7. Determining DPD Activity in the Samples

In most tissue samples, three metabolite peaks are apparent, whereas only a
single metabolite is produced in peripheral blood cells (see Note 9). For sys-
tems using the Berthold LB506C detector (see Note 10), the software allows
quantitation of the counts contained in each peak. Alternatively, fraction col-
lection and scintillation counting can be applied. From the counts per peak for
metabolites (see Note 11), the activity of an individual sample can be calcu-
lated using the equation:

counts (cpm) × 1 dpm/0.1302 cpmb × 4.5 × 10–7 µCi/1 dpm
× 0.0188679 µmol/1 µCi × 1000 nmol/1 µmol × 2.5a (1)

(asee Note 12, bsee Note 13).

This yields nmols produced divided by incubation time and amount of protein
(in mg) to yield the final units of nmol/min/mg protein.

3.2. Thymidine Phosphorylase

3.2.1. Preparation of Cell Pellets

1. Grow cells to 70% confluence in 75-cm2 tissue culture flasks.
2. Dissociate cells from culture flasks by first removing the medium, then adding

2.5 mL of PBS containing EDTA (1 mM) and trypsin (0.25%).
3. Deactivate trypsin by adding 8.5 mL of 10% serum containing medium. Transfer

to a 10-mL universal container.
4. Pellet the cells by centrifugation at 4°C.
5. Wash the cell pellet three times in 10 mL of ice-cold PBS, centrifuging between

each wash.
6. Resuspend the final washed pellet in 1 mL of PBS and transfer to a 1.5-mL

Eppendorf tube. Centrifuge to pellet the cells.
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7. Remove supernatant and snap-freeze the pellet by placing in liquid nitrogen or dry-
ice; store at –70°C until required. (The enzyme should be stable for up to 3 mo.)

3.2.2. Preparation of Cell Extracts from Pellets

1. Thaw the cell pellet on ice and re-suspend in an appropriate volume, (e.g., 200 µL)
of 50 mM Tris-HCl buffer containing 1 mM EDTA, pH 7.4 (see Note 14).

2. Sonicate the suspension on ice for three 5-s cycles at maximal output with inter-
vals of 10 s.

3. Prepare a 10,000g supernatant (30 min, 4°C).
4. Transfer the supernatant to a clean Eppendorf tube.
5. Determine the protein concentration of the extract (see Note 15).

3.2.3. Preparation of Cell Extracts from Tissue Samples

1. Homogenize tissues in 3 times v/w of 0.05 M Tris/HCl, 0.25 M sucrose, pH 7.5.
2. Prepare cytosolic fractions by centrifugation at 100,000g for 1 h at 4°C.
3. Aliquot supernatant and store at –70°C.
4. Determine protein concentration.

3.2.4. Enzyme Assay

1. Set up a reaction mixture containing final concentrations of 2.5 mM dR-1-P;
2 mg/mL cell extract or 0.25 mg/mL tissue cytosol; 50 mM Tris-HCl, and 1 mM
EDTA, pH 7.4 (see Note 16).

2. Place labeled sampling tubes containing 200 µL of isopropanol and 50 µL of
internal standard (5-Iu 50 mg/mL) on ice.

3. Pre-incubate the reaction mixture in the 37°C water bath for 5 min (see Note 17).
4. Start the reaction by the addition of the substrate, 5-FU (final concentration

0.5 mM).
5. Mix and remove 50 µL and add to sampling tubes on ice and vortex for 5 s.
6. Remove further 50 µL samples at 15-min intervals up to 1 h for cell-line analysis.

For tissue analysis, remove samples at 7-min intervals up to 28 min.

3.2.5. Solid-Phase Extraction

1. Centrifuge the samples (in isopropanol) at 550g for 15 min at 4°C.
2. Transfer the supernatants to glass centrifuge tubes and evaporate to dryness.
3. Reconstitute the residues in 100 µL of 0.1 M KH2PO4, pH 5.5, and vortex mix

twice for 10 s to ensure that all the material is in suspension.
4. Add 400 µL of ice-cold acetone and vortex mix for 10 s.
5. Transfer the samples from glass tubes to clean Eppendorf centrifuge tubes.
6. Centrifuge at 550g for 5 min at 4°C.
7. Condition isolute NH2 (aminopropyl) cartridges with 1 mL of acetone.
8. Load the supernatants onto the cartridges and collect the eluent (see Note 18).
9. Wash the columns with 2 mL of methanol, collecting the eluent in the same glass

centrifuge tube as in step 6.
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10. Evaporate eluates to dryness.
11. Re-constitute the final residue in 200 µL of mobile-phase ready for analysis by

HPLC (see Note 19).

3.2.6. HPLC

1. Make up mobile phase: 0.02 M KH2PO4 and 10–4M tetrabutylammonium phos-
phate, pH 5.5 with 2 M KOH (see Note 20).

2. Equilibrate the columns with 500 mL of HPLC mobile phase; flow-rate of mobile-
phase is 1 mL/min.

3. Set-up the UV detector to monitor at 270 nm.
4. Ensure a run-time of 30 min.
5. Inject 150 µL of each 200 µL sample (see Notes 21 and 22).
6. Wash column (see Notes Subheading 4.2., Notes 23 and 24).

4. Notes
4.1. DPD

1. To obtain an adequate number of peripheral mononuclear cells, use a minimum
of 20 mL of whole blood.

2. Remove the cell layer with as little ficoll-hypaque as possible.
3. Proceed with incubation steps within 2 h of completing preparations.
4. Prepare fresh NADPH each day and protect from light.
5. All reactions are carried out in triplicate, and it is best to allow for 5 extra tubes

when calculating the amount of cocktail mix to be prepared.
6. The assay is linear from 5–150 µg cytosolic protein. Alter the volume accord-

ingly to achieve 50–100 µg protein.
7. Liver samples are linear for 60 min and other tissues for 120 min.
8. Run a standard curve with every protein assay. Also, most assays lose linearity at

20–25 µg protein, so dilute accordingly.
9. Peripheral mononuclear cells do not have dihydropyrimidinase, the second step

in conversion of 5-FU to fluoro-β-alanine. Three peaks are not always seen,
depending on the HPLC column and conditions.

10. We use the dry cell for 14C detection, and thereby avoid the cost and mess of
scintillation fluid.

11. Use the sum of all catabolites.
12. Multiplication by 2.5 gives the total counts for the whole sample, because only

100 µL out of 250 µL was injected onto the columns.
13. 0.1302 = efficiency of the detector. This was calculated from: E = counts × flow

rate/dpm × volume. This factor will be different for each individual system.

4.2. Thymidine Phosphorylase

14. Cell pellets from a 70% confluent 75-cm2 flask should be resuspended in 200 µL
of buffer. Pellets larger than this should be divided into two, otherwise, the pro-
tein concentration will be too high and clarity of the supernatant will be reduced.
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15. The Bio-Rad protein assay (based on the method described by Bradford in 1976)
is sufficient for this purpose. This stage in the assay determines the amount of
enzyme present in the incubation; therefore it is important to be consistent.

16. Make up 10X concentrations of co-factor and substrate and dilute 1:10 into the
incubation mixture, (normally a total volume of 350 µL is sufficient, allowing
100 µL extra for mistakes in sampling).

17. Keep caps on the Eppendorf tubes while incubating to avoid evaporation. Ensure
buffer, dR-1-P, and cell lysate are mixed thoroughly before pre-incubation and
addition of the substrate, by pulsing in a microcentrifuge for a few seconds, fol-
lowed by vortex mixing and pulsing again.

18. Try to keep samples from each cell line/tissue together. Results should be less
variable if samples for each cell line/tissue are processed through the solid-phase
extraction method simultaneously, usually 2 cell lines, 12 samples at one time,
depending on the capacity of the extraction apparatus.

19. If you possess an auto-sampler, then it is best to process samples during the day and
run overnight on HPLC. If HPLC difficulties arise, it is possible to store the samples
in the final dry state at 4°C, with a covering of Parafilm or equivalent for up to 3 d.

20. It is possible to make up a 10X concentrate of mobile-phase, (excluding metha-
nol) for storage. Make it up using ultrapure water if possible, filter and store at
4°C. Then as required, dilute 1:10 in ultra-pure water and add methanol; there is
no need to filter again, just degas.

21. Always inject standards at the beginning of a run to ensure that the column has
equilibrated with the mobile-phase. (This will also check that you have made up
the mobile-phase correctly.)

22. Run three unextracted internal standards (50 µL and 150 µL of mobile-phase;
inject 150 µL) at the start of each run. The mean peak area can then be used to
correct the peak areas in the unknown samples.

23. You will find that the 18C-guard column will become clogged after approximately
50 samples; therefore, it is best to replace it at this stage to avoid shoulders on
peaks or splitting.

24. After running approximately 100 samples on HPLC, wash the column overnight
with water, (1 mL/min), followed by 30% methanol for a few hours, then water
again for a few hours prior to re-equilibration. This may seem laborious, but will
ensure that samples are not wasted, especially when you are absent during an
overnight run.
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Measuring DNA Adducts by Immunoassay (ELISA)

Michael J. Tilby

1. Introduction
A large proportion of anti-cancer drugs act by causing chemical modifica-

tions to DNA, often involving the addition of part of the drug molecule to
DNA to form DNA adducts. As discussed in Chapter 1, resistance mecha-
nisms can act to diminish the extent of drug-target access or to alter the
responses of cells to a given level of target modification. Measurement of the
extent of drug-DNA interaction permits direct analysis of the contribution of
the former type of mechanisms. Measurement of drug-DNA adduct levels can
also be important for experiments focused on cellular responses because, first,
it may be necessary to prove that observed differences in response are not
owing to variation in drug-DNA access. Second, such measurements can be
used to measure directly the rate of DNA repair processes, and hence, the influ-
ence on these processes of other variables, such as expression of specific genes.
Finally, a knowledge of the DNA adducts levels formed in patients during
therapy permits direct assessment of the clinical relevance of the levels of DNA
modification employed in in vitro experiments. This could be important
because the nature and significance of the various types of cellular responses
will be dependent on the level of drug-target interaction initiating those responses.

Measurement of clinically relevant levels of DNA modification faces tech-
nical problems because these levels of modification are very low—a few
adducts per million DNA bases. A number of established techniques have
achieved the necessary sensitivity and specificity of detection needed by tak-
ing advantage of large changes in DNA molecular weight associated with single
cross-linkage or strand-scission events per large molecule (e.g., centri-
fugational and membrane-elution techniques). However, there are a number of
circumstances where such methods are not appropriate or are applicable with
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difficulty. Of the other sensitive techniques currently available, immunologi-
cal detection of drug-modified sites on DNA has a number of useful features.
Immunological assays:

1. are not dependent upon radioactive labeling of DNA or drug,
2. can give an absolute determination of adduct level,
3. are relatively straightforward,
4. can be sufficiently sensitive and specific to detect clinical levels of adducts, and
5. can be extended to the analysis of individual cells (see Chapter 13).

Antibodies that recognize drug-induced DNA modifications can be raised
by immunization with either drug-modified polymeric DNA or drug-modified
mononucleoside/tide (covalently conjugated to a carrier protein). The latter
approach is likely to provide antibodies with a specificity optimal for detection
of DNA adducts in, for example, HPLC fractions from hydrolyzed DNA
samples. However, they are less likely to be useful for techniques dependent
on analysis of polymeric DNA, such as cytological staining or immunoaffinity
fractionation of DNA fragments. Immunization with polymeric DNA is likely
to yield antibodies optimal for these techniques although less likely to be suit-
able for application to HPLC analysis. It also has the potential to result in anti-
bodies that recognize an aspect of DNA-conformation, rather than a specific
base modification. Finally, it benefits from potentially simpler procedures for
the preparation of the immunogen because it is not necessary to chemically
synthesize, purify, and conjugate specific drug-nucleoside adducts.

Antisera or monoclonal antibodies (MAbs) have been described that recog-
nize DNA adducts formed by many carcinogens. With regard to anticancer
drugs, antibodies have been described that recognize DNA modifications
formed by methylating agents (1), cisplatin (2), and melphalan (3).

1.1. Principle of the Assay

The present protocol concerns antibodies raised against drug-modified poly-
meric DNA, and, although it attempts to be of general use, it is illustrated by
including specific details relevant to the use of a rat MAb that recognizes
cisplatin-induced DNA modifications (2).

This is a competitive enzyme-linked immunosorbent assay (ELISA) involv-
ing competition between a constant amount of antigen bound to the wells of a
96-well plate and a variable quantity and/or quality of antigen in solution. These
compete for an invariant small quantity of antibody in solution. The amount of
antibody that binds to the immobilized antigen is measured and expressed as a
percentage of the amount that binds in the absence of competing dissolved
antigen. In this situation, the amount of immobilized antigen is not known
(probably a few ng per well); however, this is of no consequence because the
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essential feature is that the amount bound is uniform from well to well. This
type of assay has two features that are essential for many of its applications.
First, accurately known amounts of soluble competing antigens can be included
in the assay well with no dependency on their ability to bind to the plastic
surface. Second, the quantity of competing antigen is not limited to what can
be adsorbed to plastic, which means that small amounts of adducts in many
micrograms of DNA can be determined (see ref. 4 for a general treatise on
enzyme immunoassays).

To maximize assay sensitivity, the smallest possible amount of antibody
should be included in each assay well. This amount, which must be determined
empirically for each antibody, depends on the sensitivity of the enzyme detec-
tion method, the affinity constant of the antibody/antigen interaction and the
background signal generated as the result of nonspecific binding of immuno-
logical reagents to the assay wells. An extremely sensitive and robust detection
method, detailed in Subheading 3.2., involves the enzyme β-galactosidase and
a substrate, 4-methylumbelliferyl β-D-galactoside, which becomes enzymati-
cally hydrolyzed to yield 4-methylumbelliferone. This product can be detected
with great sensitivity (about 50 pmol/assay well) through its strong fluores-
cence. Under ideal circumstances, the system is capable of detecting a few
amol of antibody bound to each well (5).

Unfortunately, the sensitivity of detection of the competing antigen gener-
ally appears to be less than that of the immobilized antigen. Using this assay
system, we have achieved sensitivities (50% inhibition) of 30 and 2 fmol/assay
well for melphalan (3) and cisplatin (2) adducts on DNA, respectively. The
properties of the antibodies being used are clearly a major factor in determin-
ing the sensitivity that can be achieved in an assay.

2. Materials
All the following solutions contain sodium azide (0.02% w/v) as an antimi-

crobial agent. SAFETY NOTE: Sodium azide is toxic.

1. Plate coating buffer: 1 M NaCl, 50 mM sodium phosphate, pH 7.0
2. Phosphate buffered saline (PBS): The simple recipe: 140 mM NaCl, 10 mM

sodium phosphate, pH 7.0 is sufficient, but Dulbecco’s PBS (available as tablets)
can also be used.

3. PBSTw: PBS containing Tween-20 detergent at 0.1% v/v.
4. Stop buffer: 0.1 M glycine adjusted to pH 10.3 with NaOH solution.
5. Multiway pipets (50–250 µL and (ideally) 5–100 µL ranges).
6. 96-well plates: Ordinary flat and V-bottomed microtitration plates for diluting

and mixing solutions and flat-bottomed immunosorbent assay plates for coating
with DNA. The latter should be the high binding type. (We have found those
supplied by Greiner or Dynatech to be satisfactory.)
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7. Solution A: PBS containing Tween 20 (0.2% v/v) and BSA (1% w/v). Phenol red
(10 µg/mL) is included to improve visibility of solutions in wells of the microtiter
plates.

8. Solution B: Solution A containing primary antibody at double the desired final
concentration (see Note 1).

9. Biotinylated second antibody. We routinely use affinity purified F(ab’)2 sheep
anti-rat (from Sigma). This is supplied as a solution that we routinely dilute
×2,500 into PBSTw containing 1% w/v BSA.

10. Streptavidin-β-galactosidase conjugate. We routinely use the product from
Boehringer Mannheim (Mannheim, Germany). It is supplied as a powder which
is reconstituted with water and then, to avoid repeated freeze-thawing, this is
stored in aliquots at –20°C. These are stable for many months and, once thawed,
each aliquot is stable at 4°C for up to about 4 wk. Before use, aliquots of this
stock solution are diluted ×10,000 into PBSTw containing 1% w/v BSA.

11. Substrate solution: Dissolve 4-methylumbelliferyl β-D galactoside (0.2 mg/mL)
in PBS by gentle warming. Filter through filter paper and then add 1 M MgCl2
solution to give a final concentration of 10 mM.

12. Incubator at 37°C. (This does not need to be humidified).
13. Fluorescence plate reader capable of reading fluorescence with excitation and

emission wavelengths of 380 and 450 nm, respectively.

3. Methods
3.1. Coating Assay Plates

The method described supersedes a previously described method (see Note 2).

1. Place into each internal well (see Note 3) of the ELISA plates, 50 µL of a solution
of highly modified DNA in plate coating buffer (50 ng DNA/mL; see Note 4).
Tap the plate gently from different directions to ensure that the solution com-
pletely covers the bottom of each well.

2. Place the plates in an airtight box (to prevent dessication) in a 37°C incubator
over-night (see Note 5).

3. Next morning, empty the wells and remove most of the liquid by ‘banging’ the
inverted plates on paper towels. Then add to each coated well, 150 µL of PBS
containing 1% BSA.

4. Leave the plates, with lids on, on the bench for at least 60 min, to allow the BSA
to block sites of nonspecific binding.

5. Before use, wash the plates twice with PBSTw, it is important to remove all
unbound DNA.

3.2. Competitive Assay

Each assay plate must include, in addition to wells containing various con-
centrations of soluble competing antigen, wells with no competitor and wells
with no primary antibody. These indicate the maximum and minimum signals,
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respectively, to be expected. It is important to determine the maximum signal
accurately. Therefore we routinely use columns 5 and 11 for zero competitor
with one well in each of these columns containing no primary antibody. This
layout minimizes the effects of any systematic variation across the plate in
level of antigen coating

1. Minimum volumes of 260 µL of appropriate starting dilutions (see Note 6) of the
competing antigens are placed in a screw-capped 1.5 mL polypropylene tube and
heated at 100°C for 5 min to denature the DNA, thereby maximizing immunore-
activity of the cisplatin-DNA adducts (see Note 7).

2. Serially dilute the competing antigens in 96-well plates. For accurate assays,
the two-fold dilution steps described here are appropriate. Larger steps
could be used for preliminary tests. Place 120 µL of PBS in columns 3–11
of a flat-bottomed 96-well microtiter plate, using a multi-way pipettor.
Place the initial dilutions of the competing antigens in the wells of column
2. Serially dilute 120 µL across the plate using the multiway pipettor, but
do not dilute into columns 5 and 11, as these correspond to the wells with-
out competitor.

3. For each row of serial dilutions, transfer 55 µL volumes to two rows of wells of a
V-welled plate that has had the wells D5 and D11 ringed with a marker pen to
identify them as wells for no primary antibody.

4. Next, add to each well 55 µL of solution A or B (i.e., without or with primary
antibody). Because the accuracy of the assay depends on the accuracy of pipeting,
some care is advisable, especially as solutions A and B contain protein and deter-
gent, which cause them to wet the inside of pipet tips (see Note 8). The use of
phenol red in these solutions makes it easy to see which wells have had the anti-
body solution added.

5. The plates containing the mixtures of antibody and competing antigen are mixed
for a few seconds on a plate shaker before adding the lids and incubating for
30 min (see Note 9).

6. From each of the V-wells, transfer 50 µL, in a row-by-row fashion, to wells of
duplicate DNA-coated assay plates. Thus, four assay wells, two on each assay
plate, are used for each dilution of competing antigen. These plates are incubated
for 1 h.

7. Next, wash the plates 5 times with PBSTw.
8. Add biotinylated second antibody solution (50 µL/well) and incubate the plates

for 30 min.
9. Wash the plates 3 times with PBSTw.

10. Add streptavidin-enzyme conjugate solution (50 µL/well) and incubate the plates
for 30 min.

11. Wash the plates extensively with PBSTw (5–7 times).
12. Add substrate solution (50 µL per well) and incubate the plates for the appropri-

ate period, which will be dependent upon the particular assay (see Note 10).
13. Read the plates directly in the fluorescence plate reader (see Note 11).
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3.3. Analysis of Data

1. For simple analysis, express the mean fluorescence intensity (F) for each dilution
of competing antigen as a percentage of the mean reading for those wells without
competing antigen (i.e., maximum reading):

F = ([S – BG]/[MAX – BG]) × 100% (1)

where BG, mean value for wells without primary antibody; MAX, mean value
for wells with no competing antigen; S, mean value for sample wells containing
a given concentration of competing antigen.

2. Plot these values against concentration of competing antigen to generate a sigmoid
curve from which the concentration necessary to give 50% inhibition of signal can be
read as a measure of immunoreactivity of a particular antigen, or as an indication of
assay sensitivity. Having plotted such a curve for a standard antigen it is possible to
read off single values to determine the antigen concentration in unknown samples.
However, we find it preferable to generate, for each unknown sample, data from a
dilution series that can be fitted to a curve to determine the dilution required to give
50% inhibition. Not only is this more accurate, but also the shape of the curve can
show up spurious results and reveal information about the quality of the antigen.

3. The analysis is best performed using curve fitting software, where all the indi-
vidual readings contribute to the statistical analysis. The simplest fitting proce-
dure uses the log-logit equation, but this is not very satisfactory for full sigmoid
curves and more accurate fits are obtained using the logistic equation:

F = (M × CS)/(CS + KS) (2)

Where F, assay signal at a given value of C; C, the concentration of competing
antigen; M, fitted maximum fluorescence value; K, fitted competitor concentra-
tion for which F = M/2; S, fitted slope value.

4. The adduct level in the sample DNA is calculated from the determined concen-
tration of the sample DNA (SA g DNA/assay well) and the determined concen-
tration of adducts in the standard (STD moles adduct per assay well) that give
50% inhibition of assay signal.

adduct level in sample DNA = STD/SA moles adduct/g DNA

4. Notes
1. The final dilution at which the primary antibody is used must be determined for

each antibody. It should be as high a dilution as possible, consistent with giving
an assay signal that, in the absence of competing antigen, is at least 10 times the
background signal observed in the wells from which primary antibody was omit-
ted. For our MAbs that recognize DNA adducts caused by melphalan and
cisplatin, we use unpurified hybridoma culture supernatants that are diluted 2,000
and 120,000 times, respectively.

2. The method described here supersedes a previously described method (3) that
involved UV cross-linkage of DNA to BSA. The earlier method gave high back-
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ground signals with the biotin-streptavidin reagents that are now in use and was
more time consuming.

3. The outer wells of the 96-well immunoassay plates are often found to give poor
reproducibility. These are not used, but water or buffer solution is placed in them
to help maintain the uniformity of conditions of the inner wells.

4. For this assay, we use highly purified calf-thymus DNA (from Merck) that has
been reacted with cisplatin to attain an adduct level of 20 µmole Pt adduct/g DNA.

5. Despite the instability of N7 alkylguanine in DNA alkylated by drugs such as
melphalan, the overnight incubation at 37°C is optimal. We have found that over-
night incubation at 4°C resulted in a high degree of inter-well variation in bind-
ing level.

6. The starting concentration is chosen (initially determined empirically) such that
the immunoassay signals of the serial dilutions span a wide range of values—
encompassing 50% of the maximum signal.

7. This heating step may not be appropriate for thermolabile DNA modifications
such as N7-alkylpurine adducts. Partial hydrolysis of DNA has been found to be
a useful alternative method to maximize immunoreactivity of such adducts (6).

8. The most convenient way to overcome this problem is to use an electronically
controlled multiway pipettor such that, for example, 230 µL can be drawn up and
then 4 × 55 µL dispensed, leaving 10 µL in the tips. A manual pipettor should be
used in the reverse pipetting mode.

9. In the incubator, the plates should be arranged singly on the shelves. Stacking the
plates will result in nonuniform warming within and between plates.

10. The β-galactosidase enzyme is very robust. It can be incubated overnight to gen-
erate a high fluorescence intensity. The reaction should not be permitted to pro-
ceed beyond the point where the substrate becomes significantly depleted so that
the relationship between signal and incubation time is nonlinear. This situation
would affect the relationship between antibody binding and signal.

11. The reaction can be terminated and the fluorescence intensity increased four-fold
by the addition of 150 µL of stop buffer to each well. The plates should then be
read right away because the fluorescence intensity of 4-methylumbelliferone is
dependent on the pH of the solution and, being alkaline, the pH of the stopped
wells will tend to fall as atmospheric CO2 is absorbed. We do not find it neces-
sary to use stop buffer routinely. Also, the plates (without stop buffer) can be
sealed with proprietary self-adhesive sealing sheets and stored at –20°C prior to
thawing and subsequent fluorescence measurement.

12. We use our own curve-fitting software based on program listings and explana-
tions of curve-fitting procedures provided by Barlow (7). However, current pro-
prietary software packages for analysis of data generated by 96-well plate readers
should permit this type of analysis.
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Measuring Drug-DNA Adducts in Individual Cells

Adrian J. Frank

1. Introduction
Many anticancer drugs and environmental carcinogens exert cytotoxic and

or mutagenic effects through the direct reaction with DNA via in the formation
of drug-DNA adducts or stabilized protein-DNA complexes (1,2). The ability
to determine the extent with which drugs, such as alkylating agents and plati-
num based drugs, interact with their cellular targets in tumor cells will permit
further studies into cytotoxic and biological effects of these drugs. The use of
antisera or antibodies directed against specific adducts has facilitated the
development of immunologically based assays, such as ELISA methods, to
determine the extent of drug-DNA interaction in cells. These techniques how-
ever, rely on the measurement of adducts on DNA isolated from millions of
cells (described by Tilby in Chapter 12 and refs. 3 and 4).

The use of these assays is limited for studies on adduct formation and repair
in clinically obtained biopsies because

1. In vivo adduct levels usually fall below the level of assay sensitivity.
2. Sample size is small.
3. Tumors exhibit intra-cell heterogeneity.

Immunocytological assays have been developed which permit the detection
and quantification of drug/carcinogen-DNA adducts in individual cells. Staining
techniques, based on standard immunocytochemistry, generally involve the fixa-
tion of cells to microscope slides through use of organic solvents (e.g., Methanol,
acetone), application of antisera/antibodies followed by detection via secondary
antibody conjugated with immunoperoxidase (5). Assays of these sort have been
used for qualitative or semi-quantitative analysis of DNA modifications result-
ing from exposure to cisplatin (6), methylating agents and environmental car-
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cinogens (7) in individual cells. Detection of DNA modification through the use
of immunofluorescence staining of conventionally fixed cells followed by quan-
tification of fluorescence has also been applied to alkylating agents (8).

We have developed an immunofluorescence staining method for the detec-
tion and quantification of adducts formed between the bifunctional alkylating
drug melphalan, and DNA in individual cells (9). The method described here
does not use classical fixing techniques prior to immunostaining and therefore
avoids co-precipitation of proteins and DNA which may affect both the access
of specific antibodies to the DNA adducts and DNA conformation. Instead,
cells are embedded in agarose spread on microscope slides and lysed to remove
most of the cellular material which is washed from the agarose leaving the
DNA easily accessible to immunological staining reagents. A fluorescence micro-
scope is used to detect fluorescence relating to both DNA content (blue Hoechst-
DNA fluorescence) and DNA adduct (green FITC-adduct immunofluorescence).
Through the use of a sensitive digital camera system followed by image analysis it
is possible to quantify the fluorescence intensity from individual cells.

The basic immunostaining method is described here together with details of
the camera system and image analysis used. Although specific systems have
been suggested here, there are good alternatives which can be used. The prin-
ciples underlying the use of the basic image analysis procedure has also been
described together with a detailed protocol which was developed using a par-
ticular image analysis software package.

2. Materials

2.1. General

Many of the following solutions contain sodium azide (0.02% w/v) as an
antimicrobial agent. Take care, this is toxic.

1. Dulbecco’s phosphate-buffered saline (PBS): 10 mM Na and K phosphates, 140 mM
NaCl, 2.7 mM KCl and 0.02% w/v azide. pH 7.4.

2. PBSTw: PBS containing 0.1% v/v Tween 20 detergent.
3. 1 mM stock solution of fluorescein in PBS, dilute to an appropriate concentration

(e.g. 3 µM) in PBS for use in shade correction procedures.
4. 1 mM stock of 4-methylumbeliferone (4-Me) in ethanol, dilute to an appropriate

concentration (e.g., 200 µM) in PBS for use in shade correction procedures.
5. Microscope slide with a 20 µM deep observation chamber for use in correction

procedures.

2.2. Agarose Embedding Procedure

1. Clean microscope slides (Menzel-Glaser from Weston Lab Services, Aldershot,
UK) (see Note 1).
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2. Glass staining tanks and racks.
3. Low melting-point agarose (LMP), (Seaprep, FMC, Rockland) 0.5% w/v in water

and 2% w/v in PBS.
4. Lysis solution: 1% v/v sarkosyl NL30 detergent, 80 mM potassium phosphate,

10 mM EDTA pH 6.8.
5. 10% w/v Glycerol in PBS.

2.3. Immunostaining Procedure
1. Alkali: 0.1 M NaOH in water.
2. Antibody diluting solution: PBSTw containing 1% w/v bovine serum albumin

(BSA).
3. Primary antibody directed against specific DNA adduct or complex (in this

example MP5/73 rat monoclonal antibody [3] was used).
4. FITC-conjugated second antibody: IgG F(ab)2 species specific preparation from

Serotec (Oxford, UK).
5. Hoechst dye 33258: Can be prepared as a 1 mM stock in water, frozen (–80°C)

until required, then thawed and diluted to 10 µM in PBS.
6. Glass cover slips (22 × 50 mm No. 1 thickness).

2.4. Fluorescence Microscopy
1. Epifluorescence microscope with a 75W Xenon arc lamp fitted to a highly stabi-

lized power supply (see Notes 2 and 3).
2. Multicavity interference band-pass filter sets (Omega Optical, Inc., Brat-

tleboro, VT). Wavelengths (center of pass band ± half band width): Hoechst
fluorescence (filter set XF06) ex. = 365 ± 12.5 nm, em. = 450 ± 32.5 nm;
FITC immunofluorescence, (filter set XF22) ex. = 485 ± 11 nm, em. = 530 ± 15 nm
(see Note 4).

3. Fluorescence images can be captured using sensitive detection system (such as a
cooled slow-scan charge coupled device (CCD) camera [Astrocam Ltd., Cam-
bridge, UK]) (see Note 5).

2.5. Quantification of Fluorescence

Analyze and quantify fluorescence using an image analysis package (such
as Visilog version 4.1.3 (C) software by Noesis, France) which will permit
adequate image processing functions (see Note 6).

3. Methods
3.1. Agarose Embedding Procedure

1. Boil the 0.5% and 2% LMP agarose for 5 min until molten and maintain in a
37°C waterbath until required.

2. Pre-coat microscope slides by adding 100 µL of 0.5% LMP agarose on to one end
of each slide. Using another slide, spread the agarose thinly over each slide and
dry at 37°C for approximately 2 h to form an adherent coating.
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3. Following exposure of either cultured cells or cells derived from clinical mate-
rial, with drug under study, wash with PBS (4°C) by centrifugation and resus-
pend in approximately 2 mL of PBS. Keep cell suspensions on ice until
required.

4. Warm each cell suspension to 37°C and immediately mix an aliquot with a equal
volume of molten 2% LMP agarose. Add approx. 100 µL of mixture on to one
end of a pre-coated slide and spread thinly and evenly over the slide. Place slide
onto a refrigerated surface to solidify the agarose and minimize evaporation of
water.

5. Using the glass staining racks and tanks place slides into the lysis solution for
approximately 15 min (see Note 7).

6. Wash slides thoroughly by immersion in each of three changes of PBS (5 min
each).

7. Slides can be used immediately or frozen and stored until required for the
immunostaining procedure. To freeze, carefully place 2 slides back to back into a
50 mL tube containing glycerol (10% w/v in PBS) and store at –20°C.

8. To thaw out the slides prior to immunostaining place frozen tubes into a 37°C
incubator until fully thawed out. Carefully take slides out of the glycerol so as
not to disturb the agarose and place into a glass staining rack. Wash slides thor-
oughly in 3 changes of PBS (steps 7 and 8 are optional if immunostaining proce-
dure can not be carried out on the same day as the embedding method).

3.2. Immunostaining Procedure

The immunostaining procedure described below can be applied, in principle,
to the quantification of any stabilized drug/protein - DNA adduct or complex
where antibodies are available for that adduct or complex. The protocol pro-
vided below describes the detection and measurement of the adducts formed
between the bifunctional alkylating drug melphalan and DNA, where mono-
clonal antibodies have been elicited against the adducts (3).

1. Treat slides for 5 min (in the dark) with 0.1 M NaOH to denature the DNA prior
to immunostaining (see Note 8).

2. Wash slides in each of three changes of PBS (5 min each).
3. Incubate slides with primary antibody, elicited against the stabilized DNA adduct

or complex, for 1 h at room temperature. (In this example MP5/73 rat mono-
clonal antibody diluted x100 in PBSTw containing 1% BSA was used).

4. Wash slides in each of three changes of PBSTw (5 min each).
5. Incubate slides with FITC-conjugated secondary antibody diluted x100 in PBSTw

containing 1% BSA for 1 h at room temperature in the dark.
6. Wash slides in each of two changes of PBSTw (20 min each) and 1 overnight

wash with PBS (4°C in the dark).
7. Stain slides with a solution of Hoechst dye for 5 min, remove excess and care-

fully place coverslip onto slide. Seal edges with clear nail varnish (or equivalent)
to minimize evaporation of water.
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3.3. Fluorescence Microscopy

Capture images of the blue Hoechst-DNA fluorescence and green FITC-
adduct immunofluorescence separately using a sensitive digital camera (see
Note 5).

1. Locate and focus onto a particular field of view using only the blue Hoechst-
DNA fluorescence (preferably using reduced incident excitation light intensity)
for a short period of time (see Note 9).

2. Take a short exposure of the blue DNA fluorescent objects (between 5–10 s)
using the camera. Shut off the incident light immediately following the exposure.

3. Change to the filter set specific for the green FITC fluorescence and take a 20–
40-s exposure, under reduced incident light, of the corresponding adduct immuno-
fluorescence. (Illuminate the field of view with excitation light only during the
exposure period).

4. Aim to capture at least 10 fields of view (5 from each duplicate slide per particu-
lar drug treatment), depending on the specimen this is between 50–150 fluores-
cent DNA objects.

5. Take images which can be used to perform the appropriate shade correction pro-
cedure. Fill the microscope slide, containing the 20 µM observation chamber,
with either the 3 µM fluorescein solution or the 200 µM 4-methylumbeliferone
solution. Find the correct focal plane by focusing on any particles in the solutions
and then find a field without particles. Take, for example, a 10 second image of
each fluorochrome using the appropriate filter set (see Note 10).

6. Take images which can be used to perform the appropriate background correc-
tion procedures. Fill another microscope slide, containing a 20 µM observation
chamber, with PBS. Focus in the same way as step 5 and take images of the PBS
in 4 separate fields of view, one for each exposure time used in steps 2, 3, and 5.
(For example 1 × 5–10 s exposure with blue filter set, 1 × 20–40 s exposure with
green filter to correct sample images, 1 × 10 s exposure with blue filter set and
1 × 10 s exposure with green filter set to correct shade correction images). A list
of initial starting images needed for application of the image analysis procedures
in given as Note 11.

3.4. Quantification of Fluorescence

The Visilog image analysis software was used in the development of the
analysis protocol described below, however the basic principles of the
image processing steps should be applicable for use with any good soft-
ware program.

Before quantification of fluorescence intensity from individual cells can be
carried out using image analysis software, it may be necessary to perform cor-
rection procedures on each fluorescent object. Outlined below is a brief proto-
col for performing such corrections. (See Note 11 for a list of the images needed
before application of all corrections).
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3.4.1. Background and Shade Correction Procedures

Background and shade correction are basic procedures which should be
applied to all sample images prior to quantification of fluorescence intensity to
ensure that accurate measurements can made.

Background correction corrects images for stray light entering the optics
and background dark current associated with the camera system. Shade cor-
rection of each image compensates for variations in intensity of illumina-
tion from the light source and non-uniformity in transmission of light through
the optics.

Before any shade correction is carried out, the background correction pro-
cess needs to be applied to all images including those which will be used to
perform the shade correction on the sample images.

To apply a shade correction procedure to each sample image it is necessary
to multiply the value of each pixel in the sample image by a factor which is
calculated from the appropriate shade correction image (formula in Fig. 1).

Correction of each image was carried out on a pixel to pixel basis as shown
in Figs. 2A and B (image analysis terms and image names are highlighted in
BOLD CAPITALS). Each step below gives a basic description of the stages
involved in the application of correction procedures. (This is followed by the
exact image analysis commands used in Visilog to achieve the correction
stages).

1. Using the image analysis software, perform an ARITHMETIC SUBTRAC-
TION to subtract the appropriate (10 s) PBS image from the blue 4-MU shade
correction image (SHADE CORRECTION IMAGE C, in Fig. 2A) on a pixel
to pixel basis to form a new shade correction image (SHADE CORRECTION
IMAGE C2, stage 1 in Fig. 2A). (Visilog software → Process → Point ops. →
Arithmetic → subtract).

Fig. 1. Formula used to correct each pixel in the sample images. Words in BOLD
CAPITAL LETTERS refer to image names.
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2. Use the software to calculate the mean pixel intensity of SHADE CORREC-
TION IMAGE C2 (stage 2, CMEAN in Fig. 2A). (Visilog software → Analyze
→ Statistics → extrema).

3. Repeat steps 1 and 2 using the fluorescein shade correction image and the appro-
priate (10 s) PBS image.

4. Before the shade correction procedure can be applied to sample images, the back-
ground correction procedure must be carried out on each sample image. Use the
image analysis software to perform an ARITHMETIC SUBTRACTION to sub-
tract the appropriate (5–10 s) PBS image from a Hoechst-DNA fluorescence
image (SAMPLE IMAGE S, in Fig. 2B) on a pixel to pixel basis, to form a new
sample image (SAMPLE IMAGE S2, stage 1 in Fig. 2B). (Visilog software →
Process → Point ops. → Arithmetic → subtract).

5. Each sample image is stored as a 16-bit short integer image. To permit multipli-
cation or division of two 16-bit images (as in step 6) all sample images must be
converted to long integers, i.e., 32-bit images (SAMPLE IMAGE S2 long, stage
2 in Fig. 2B). (Visilog software → File → Convert → Arithmatic format changed
to long integer).

6. Apply the shade correction procedure to each SAMPLE IMAGE S2 long. Per-
form an ARITHMETIC MULTIPLICATION by multiplying the image by
CMEAN (stage 3 in Fig. 2B), to form a new PRODUCT SAMPLE IMAGE S3
long. (Visilog software → Process → Point ops. → Arithmetic → multiply).

Fig. 2. Flow diagram showing the application of the background and shade correc-
tion processes to the sample images. (A) shows the background correction of the
images used for shade correction. (B) shows the application of the shade correction
process to sample images.
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7. Perform an ARITHMETIC DIVISION to divide the whole PRODUCT
SAMPLE IMAGE S3 long by the SHADE CORRECTION IMAGE C2 to
produce a new image (CORRECTED PRODUCT SAMPLE IMAGE S3 long,
stage 4 in Fig. 2B). (Visilog software → Process → Point ops. → Arithmetic →
divide).

8. Convert CORRECTED PRODUCT SAMPLE IMAGE S3 long back into a
short integer image to produce the final corrected Hoechst-DNA fluorescence
image (CORRECTED SAMPLE IMAGE Sc short, stage 5 in Fig. 2B). (Visilog
software → File → Convert → Arithmatic format changed to short integer).

9. Repeat steps 4–8 using the appropriate 20–40 s PBS image for the background
correction procedure and the SHADE CORRECTION IMAGE C2 and CMEAN
corresponding to the green fluorescein shade correction image to correct all FITC-
adduct immunofluorescence sample images.

3.4.2. Quantification of Fluorescence Using Image Analysis
The next stage in the quantification of fluorescence is the application of

image analysis processes which create new images that define the areas occu-
pied by DNA from each cell. These images can then be refined and unwanted
areas not associated with the DNA objects can be removed. The final image is
used as an mask which can overlay the sample image, therefore, fluorescence
measurements are made of areas corresponding to DNA or adduct fluorescence
only (Fig. 3).

The principles of the image processing are given below, using Visilog
software new images are produced after each process (image analysis terms
and image names are highlighted in BOLD CAPITALS). (This is followed
by the exact image analysis commands used in Visilog to achieve the pro-
cessing stages.)

1. Using each sample Hoechst-DNA fluorescence image (CORRECTED SAMPLE
IMAGE Sc short), create a new image (BINARY IMAGE) which contains
objects or groups of pixels that correspond to the areas occupied by DNA from
each cell. Creation of the BINARY IMAGE is the only subjective part of the
analysis. This is carried out by setting UPPER and LOWER THRESHOLD
INTENSITIES using the software. Set the UPPER THRESHOLD to the maxi-
mum measurable intensity (i.e., a 16 bit number = 64,000). Set the LOWER
THRESHOLD as low as is consistent with the demarcation of the distinct DNA
objects. The BINARY IMAGE denotes pixels with intensities that fall within
the defined threshold limits as 1 (i.e., DNA and some background fluorescent
objects) and those outside the limits as 0 (i.e., background). All subsequent
processing is carried out on this BINARY IMAGE. (Visilog software → Process
→ Point ops → Segmentation → threshold).

2. Use the image analysis software to perform an EROSION of all objects in the
BINARY IMAGE. This refining process removes pixels from the periphery of
each object shown in the binary image. Using this process, areas defined in the
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binary image which are not associated with DNA objects (i.e., background par-
ticles) can be removed. A new binary image is created (EROSION IMAGE).
(Visilog software → Process → Morphology → Basic Operator → erode [per-
form approx. 4 erosions]).

3. The above process also removes pixels from the periphery of all objects in the
binary image which do correspond to areas of DNA, therefore perform a

Fig. 3. Flow diagram of the image analysis procedure used to quantify the DNA and
adduct fluorescence intensity from individual cells.
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RECONSTRUCTION process to create a new binary image (RECONSTRUC-
TION IMAGE) in which the areas in the original BINARY IMAGE, corre-
sponding to DNA, are reconstructed. Areas of pixels associated with the
background are not reconstructed. (Visilog software → Process → Morphology
→ Conditional Op. → reconstruct).

4. The next stage in the image processing involves the application of a BACK-
GROUND SUBTRACTION procedure to all sample images to compensate for
any local variations in the background level of fluorescence, due to the agarose
or sample preparation, across the field of view. Using the RECONSTRUCTION
IMAGE, create a new binary image (LOGICAL NOT IMAGE) in which all
pixels that do not correspond to DNA objects, i.e., background, are defined. Use
this new image as a mask to determine the mean intensity of all background
pixels in each Hoechst-DNA fluorescence sample image (CORRECTED
SAMPLE IMAGE Sc short). Perform an ARITHMETIC SUBTRACTION
procedure to subtract the mean background pixel intensity from all pixels in that
image (a new image is produced, CORRECTED SAMPLE IMAGE Hc).
Repeat step 4 to determine mean intensity of all background pixels in each FITC-
adduct immunofluorescence sample image and perform an ARITHMETIC
SUBTRACTION to subtract the mean background pixel intensity from all pix-
els in that sample image (a new image is produced, CORRECTED SAMPLE
IMAGE Fc). (Visilog software → Tools → AOI → addaoi → set AOI on →
Process → Point ops. → Logical → not → Tools → AOI → addmask → Analyze
→ Statistics → extrema → Tools → AOI → set AOI off → Process → Point ops.
→ Arithmetic → subtract → Tools → AOI → set AOI on → Tools → AOI →
addmask → Analyze → Statistics → extrema → Tools → AOI → set AOI off →
Process → Point ops. → Arithmetic → subtract).

5. Remove from the RECONSTRUCTION IMAGE, objects which touch or over-
lap the boundary of the image using a BORDER KILL procedure, this produces
a new binary image BORDER KILL IMAGE. (Visilog software → Process →
Morphology → Classical Algo. → border_kill).

6. At this point the BORDER KILL IMAGE can be edited further, to remove any
binary objects which overlap or correspond to large fluorescent objects in the
agarose which are not areas of DNA. This produces a new image, EDIT IMAGE.
(Visilog software → Tools → Graphics → toolbox → graphic area = image data
→ attributes = foreground = 0).

7. Finally, create a new image (NUMBERED IMAGE) in which each object area
in the EDIT IMAGE is sequentially numbered. (Visilog software → Analyze →
Measures → number).

8. Use the NUMBERED IMAGE as a mask which can be applied to each COR-
RECTED SAMPLE IMAGE Hc and CORRECTED SAMPLE IMAGE Fc to
calculate various parameters associated with each DNA object such as average
intensity (GREY MEAN) and total number of pixels occupied by each DNA
object (SURFACE AREA). (Visilog software → Analyze → Individual → sur-
face and GreyMean).
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9. Because the spreadsheet functions in Visilog are basic, it is easier to export the
data to another spreadsheet program, such as Microsoft EXCEL for calculation
of the integrated fluorescence intensity for DNA and adduct fluorescence of each
individual DNA object (GREY MEAN × SURFACE AREA). (Visilog software
→ Analyze → Individual → analysis → Display → to EXCEL).

4. Notes
1. This type of microscope slide was chosen because it was found that the agarose would

not consistently spread over or stick to most of the other makes and type of slide.
2. An epifluorescence microscope such as the BH2-RFCA (Olympus, UK) fitted

with objectives designed and suitable for transmission of fluorescence and UV
light (e.g., ×10 DPlan Apo 10 UV, numerical aperture = 0.4) should be used.

3. Xenon arc lamp was chosen over the standard mercury option because Xenon
lamps are a more stable light source than mercury. The stability was further maxi-
mized by connecting the lamp to a high stabilized power source. Xenon lamps
emit excitation light over a broad spectral range (250–1000nm) where as mer-
cury lamps emit discrete principal lines (10).

4. Multicavity Interference Optical filter sets consist of an excitation filter to selec-
tively transmit a portion of the incident light, a dichroic mirror that reflects the
selected light towards the sample and an emission filter to transmit light of a
specific wavelength to the camera system. The choice of filter sets was made so
that there was maximal excitation but no spectral overlap of excitation and emis-
sion signal between the two fluorochromes chosen.

5. To be able to detect the weak fluorescence, sensitive and accurate digital cameras
or imaging systems must be used. The example given here was of a cooled slow
scan charged coupled device camera (CCD) which contains a silicon based chip
made up of three quarters of a million light-detecting pixels. The advantages of
using a cooled CCD over a conventional CCD or video camera are firstly, that
the dark current or background noise generated by the camera at all times is
greatly reduced, thereby increasing the signal to noise ratio. Secondly, conven-
tional CCD cameras can usually only read light intensities in each pixel to an
accuracy of 8 bits, where the grey scale intensity of each pixel is on a scale of
0–255. The cooled slow scan CCD camera used, digitizes the light intensities of
each pixel to a 16 bit number (i.e., a scale of 0–64,000). This means that the
photometric accuracy is excellent and the dynamic range high, i.e., bright and
dim pixel intensities can be measured accurately in the same exposure.

6. Visilog can be used to perform most of the image processing functions that may
be needed. The main advantage is that it can handle and manipulate 16 bit num-
bers so that information provided by the camera is not lost. The version used here
was adapted by Astrocam to incorporate manipulation, programming and execu-
tion of the CCD camera system.

7. The lysis solution and period of lysis described here provided optimal conditions
for the detection of melphalan-DNA adducts. Optimization of conditions would
have to be carried out for the detection of other complexes or adduct systems.
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8. The 5 minutes alkali denaturation step was necessary to permit optimal access of
the antibodies to the adduct epitopes on DNA. This step may not be required for
detection of other complexes or adducts.

9. Accuracy in quantification of fluorescence intensity is optimized by increasing
the length of exposure to the light source which results in an increase in number
of photons detected by the camera. However exposure to light source will cause
photobleaching of the fluorochromes. To ensure minimal photobleaching of the
FITC immunofluorescence, the fluorochrome should only be exposed to incident
light during the exposure times chosen therefore the time between exposure of
incident light and taking the image should be minimal. To limit the amount of
bleaching and permit longer exposure times images could taken under reduced
levels of incident light, achieved by the use of a neutral density filter. This re-
duces the incident light to 25%.

10. Pure solutions of 4-methylumbelliferone and fluorescein are used for the shade
correction process to provide a field of view with uniform fluorescence. Any
non-uniformities present in the acquired images of these fields of view are
owing to experimental variations. These variations such as non-uniformity in
illumination of specimen or transmission of light will also be present in all
sample images. To prevent further variations being added to the sample image
following the shade correction process, the pixel intensity values in the shade
correction images need to be high. Therefore appropriate exposure times such
as 10 seconds are needed.

11. List of the starting images and the names assigned in Figs. 1–3, which are required
before the application of appropriate image analysis correction and processing
procedures:
10 s Images of 4-MU and fluorescein = SHADE CORREC-

    TION IMAGE C
10 s Images of PBS (with appropriate filters) = PBS IMAGE
DNA and adduct fluorescence images = SAMPLE IMAGE S
Images of PBS (same exposure conditions as samples = PBS IMAGE
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Measurement of Drug-Induced DNA
Interstrand Crosslinking Using the
Single-Cell Gel Electrophoresis (Comet) Assay
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1. Introduction
DNA damaging agents have been widely used in cancer chemotherapy for

many years and have proved successful in the treatment of both solid tissue
and haematological malignancies. Many commonly used clinical agents, such
as members of the nitrogen mustard, chloroethylnitrosourea, dimethane-
sulphonate and platinum classes, are bifunctional. DNA interstrand crosslinks
(ISC) formed in cells are clearly critical cytotoxic lesions and the formation of
DNA ISC has been shown to correlate with cytotoxicity in vitro (1–5).
Acquired resistance in vitro to such agents can occur by a number of mecha-
nisms, for example altered drug transport (6), intracellular detoxification via
enhanced glutathione and glutathione-S-transferase activity (7), but enhanced
DNA repair capacity can also play an important role (3). Clinically the mecha-
nisms of acquired resistance to DNA damaging agents are less clear but
enhanced repair of ISC has been suggested to play a role in the acquired resis-
tance of some cancers, e.g., chronic lymphocytic leukaemia to nitrogen mus-
tards (8). In addition, the inherent sensitivity (and curability) of some tumors,
e.g., testicular cancer, to DNA damaging agents may result in part from their
inability to repair critical DNA lesions (9).

DNA ISC formation can be measured relatively easily in plasmid DNA using
an agarose gel based assay (10) and ISC formation and its repair can be mea-
sured in intact cells using the technique of alkaline elution (11). Although sen-
sitive enough to measure ISC at pharmacologically relevant doses, alkaline
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elution requires a relatively large number of cells and the prior radiolabelling
of cellular DNA. As a result it cannot be easily adapted for in vivo studies.

The single-cell gel electrophoresis or comet assay was originally developed
by Ostling and Johanson (12) as a method which allows visualization of DNA
damage in individual cells. Used extensively to detect single strand breaks in a
range of applications (13), it was also suggested that adaptation to measure
DNA ISC was possible (14,15). Subsequently a number of groups have per-
formed this successfully (16–19).

In order to detect DNA ISC cells are irradiated immediately prior to
analysis to deliver a fixed level of random DNA strand breakage. Cells are
then embedded in agarose on a microscope slide and lysed to remove cellu-
lar proteins. The DNA is then denatured under alkaline conditions and sub-
jected to electrophoresis. During electrophoresis any relaxed or broken
DNA fragments migrate further than supercoiled undamaged DNA. After
appropriate staining the DNA resembles a comet with a brightly fluores-
cent head and a tail whose length and intensity is determined by the level of
DNA strand breakage produced within the cells (Fig. 1A,B). The tail
moment is used as a measure of damage and is defined as the product of the
percentage of DNA in the comet tail, and the distance between the means
of the head and tail distributions, based on the definition by Olive et al.
(20) (Fig. 1C). The presence of DNA ISC will retard the migration of the
irradiated DNA during electrophoresis hence giving a reduced tail moment
compared to the non-crosslinked irradiated control. Removal of DNA ISC
can also be assessed as an increase in tail moment with time following a
drug-free incubation period.

The technique is reproducible, more sensitive than methods such as alkaline
elution, requires fewer cells and has the important advantage that analysis can
be made at the single cell level. It is therefore possible to determine heteroge-
neity of ISC formation and its repair in a cell population. The method is appli-
cable to studies with cultured cell lines, human lymphocytes and solid tumor
tissue. Correlations can therefore be made between both the level of ISCs and
the efficiency of their repair with both inherent and acquired resistance to DNA
crosslinking agents in vitro and in vivo.

2. Materials

2.1. Cell Preparation and Drug Exposure

2.1.1. Suspension Cell Lines

1. Appropriate tissue culture medium.
2. Glutamine (Sigma, Poole, UK).
3. Fetal calf serum (FCS) (Gibco Life Technologies, Paisley, UK).
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2.1.2. Adherent Cell Lines

1. Appropriate tissue culture medium.
2. Glutamine (Sigma).
3. FCS (Gibco Life Technologies).
4. Trypsin (0.05%) (Gibco Life Technologies).
5. Versene: 1 mM disodium ethylenediaminetetraacetic acid (EDTA), 0.5% phenol red.

2.1.3. Human Lymphocytes

1. Ficoll-Paque (Pharmacia Biotech, St. Albans, UK).
2. RPMI 1640 tissue culture medium (Sigma).
3. Glutamine (Sigma).
4. FCS (Gibco Life Technologies).

Fig. 1. Diagramatic representation of typical results from the Comet assay. (A)
Untreated control. (B) Irradiated control. (C) Calculation of tail moment.
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2.1.4. Solid Tumor Tissue
1. M6 tissue culture medium: RPMI 1640 (Sigma): L15 medium (Sigma), 50:50.
2. FCS (Gibco Life Technologies).
3. Selenium, pyruvate, insulin, and transferrin (SPIT) solution (Sigma).
4. Penicillin:streptomycin solution (Sigma) (see Note 1).
5. Tissue disassociation solution: collagenase (500 µg/mL) (Sigma), hyluronidase

(500 µg/mL) (Sigma) in phosphate buffered saline (PBS), pH 7.4.
6. 40-µm and 100-µm mesh cell strainers (Becton Dickinson, Oxford UK).
7. PBS, pH 7.4.

2.2. Single-Cell Gel Electrophoresis (Comet) Assay
1. Single-frosted glass microscope slides and 24 × 40 mm coverslips.
2. Agarose, Type 1-A (Sigma).
3. Agarose, Type VII: low gelling temperature (LGT) (Sigma).
4. Lysis buffer: 100 mM disodium EDTA, 2.5 M NaCl, 10 mM Tris-HCl, pH to 10.5

with sodium hydroxide pellets. 1% triton X-100 to be added immediately before
use. Store at 4°C.

5. Alkali buffer: 50 mM NaOH, 1 mM disodium EDTA, pH 12.5. Caution: corro-
sive. Store at 4°C.

6. Neutralization buffer: 0.5 M Tris-HCl, pH 7.5. Store at 4°C.
7. PBS, pH 7.4. Store at 4°C.
8. Flat-bed electrophoresis. This should be of sufficient size to hold a large number

of slides, e.g., 30 × 25 cm gel tank from Flowgen Instruments, Lichfield, UK
which holds up to 36 slides.

2.3. Staining and Visualization
1. Propidium iodide (Sigma), 2.5 µg/mL. Make up fresh before use. Caution: Toxic

and light sensitive.
2. Glass coverslips, 24 × 40 mm.
3. Double-distilled water.
4. Epi-fluorescence microscope equipped with high pressure mercury light source

using a 580 nm dichromic mirror, 510–560 nm excitation filter and 590 nm bar-
rier filter for propidium iodide staining (e.g., Nikon inverted microscope
Diaphot model TMD).

5. Images are visualized, captured, and analyzed using a suitable image analysis
system. Our laboratory uses Kinetic Imaging Komet assay software (Kinetic
Imaging, Liverpool, UK).

3. Methods
3.1. Cell Preparation and Drug Exposure

3.1.1. Suspension Cell Lines
1. Exponentially growing cells should be used at a density of 2.5 × 104 cells/mL in

the appropriate medium containing 1 mM glutamine and 10% FCS.
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2. Cells are treated with the crosslinking agent in duplicate and incubated for the
appropriate time at 37°C in a humidified atmosphere with 5% carbon dioxide
(see Note 2).

3. Pellet cells by centrifugation at 200g for 5 min at room temperature.
4. Remove supernatant and resuspend cells in fresh drug-free medium containing

1 mM glutamine and 10% FCS maintained at 37°C.
5. Incubate cells using the aforementioned conditions for the required post-treat-

ment time (see Note 3).

3.1.2. Adherent Cell Lines

1. Exponentially growing cells are treated in duplicate and incubated as described
in Subheading 3.1.1.

2. After the appropriate incubation, carefully remove the media and replace with
fresh drug-free medium containing 1 mM glutamine and 10% FCS maintained at
37°C.

3. Incubate cells for the required post-treatment time using conditions described in
Subheading 3.1.1.

4. Remove media and trypsinize cells with 0.05% trypsin:versene (1:1) until all
cells have rounded up and detached (see Note 4).

5. Neutralize trypsinization by the addition of fresh media containing 1 mM
glutamine and 10% FCS.

6. Transfer cells to a universal tube, wash twice with media containing 1 mM
glutamine and 10% FCS maintained at 4°C

3.1.3. Human Lymphocytes

1. Collect whole blood using heparin or sodium citrate as the anticoagulant.
2. Carefully layer the whole blood onto an equal volume of Ficoll-Paque (see Note 5).
3. Centrifuge at 450g for 25 min at room temperature.
4. Remove layer of lymphocytes at the interface and wash twice with fresh media

maintained at 37°C.
5. For in vitro experiments dose and incubate lymphocytes as described in Sub-

heading 3.1.1.
6. Alternatively for in vivo investigations, (i.e., where ISC are to be detected in

patients treated with DNA crosslinking drugs) isolate lymphocytes as quickly as
possible after sampling. Wash lymphocytes twice with RPMI 1640 containing
1 mM glutamine and 10% FCS maintained at 4°C. Continue assay from Sub-
heading 3.2., step 3.

3.1.4. Solid Tumor Tissue

1. Solid tumor samples (5–10 mm diameter) should be placed in 10 mL serum free
M6 medium maintained at 4°C immediately after collection (see Note 6).

2. Place the tumor material in a 10 cm Petri dish and cover with medium. This
should be carried out in a class II biological safety cabinet.
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3. Carefully remove all blood vessels, clots, and necrotic areas from the tissue using
sterile scalpel and forceps.

4. Mince the tissue roughly using with two sterile scalpels, transfer the suspension
to a universal tube, and centrifuge at 200g for 5 min at room temperature.

5. Carefully remove the supernatant and resuspend the pellet in 5 mL tissue disas-
sociation medium.

6. Incubate at 37°C for a minimum of 30 min and a maximum of 1 h.
7. Place the digested mince onto a 100-µm mesh filter and gently rub through col-

lecting the slurry in a Petri dish.
8. Pass the slurry through a 40-µm mesh filter several times to achieve a single cell

suspension.
9. Centrifuge and resuspend the sample as described in steps 4 and 5 respectively.

This should be repeated twice.
10. Resuspend the final pellet in approximately 20 mL M6 medium containing 10%

FCS, SPIT, and penicillin/streptomycin to achieve a final concentration of 104

cells/mL or greater (see Note 7).
11. Plate the cells at the above concentration and incubate for 72 h at 37°C in a

humidified atmosphere with 5% carbon dioxide to allow the cells to attach to the
culture vessel.

12. Culture the cells for approximately 14–28 d, changing the media as necessary,
until sufficient cells have been obtained and are free of debris, erythrocytes, and
lymphocytes.

13. Drug exposure is carried out as detailed in Subheading 3.1.2. using the appropri-
ate supplemented M6 medium (see Note 8).

14. In vivo investigations can also be carried out using solid tumor tissue from
patients treated with DNA crosslinking drugs. Prepare a single-cell suspension
(2.5 × 104 cells/mL) as quickly as possible from isolated tumor sample as
described in aforementioned steps 1–9. Continue the assay from Subheading
3.2., step 3.

3.2. Single-Cell Gel Electrophoresis (Comet) Assay

Important: all stages of this assay should be carried out on ice, solutions main-
tained at 4°C, and incubations performed in the dark where indicated (see Note 9).

1. Precoat microscope slides with 1% type 1-A agarose in water by pipetting 1 mL
of molten agarose onto the center of the slide and place a coverslip on top. Allow
to set and remove the coverslip. Slides are then allowed to dry overnight at room
temperature. The slides must be dry before use (see Note 10).

2. After required drug exposure/repair time, pellet cells by centrifuging at 200g for
5 min at 4°C. Remove supernatant and resuspend cells to a final concentration of
2.5 × 104 cells/mL in the appropriate tissue culture media maintained at 4°C
ensuring that a single-cell suspension has been achieved (see Note 11).

3. Irradiate samples on ice at the appropriate dose except for the untreated
unirradiated control (see Notes 12 and 13).
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4. Take 0.5 mL of resuspended cells and put in a 24-well plate on ice. Add 1 mL of
molten 1% LGT agarose in water cooled to 40°C, mix, pipet onto the center of
the slide and place a coverslip on top. Once set, remove coverslip and place in a
tray on ice. Duplicate slides should be prepared per dose (see Note 14).

5. Add ice-cold lysis buffer containing 1% triton X-100 ensuring that all slides are
sufficiently covered.

6. Incubate on ice for 1 h in the dark.
7. Carefully remove lysis buffer ensuring that the gels are intact and remain on the

slides (see Note 15).
8. Add ice-cold double distilled water to completely cover the slides. Incubate on

ice for 15 min in the dark. This should then be repeated a further three times.
9. Remove slides from tray and transfer carefully to an electrophoresis tank (see

Note 16).
10. Cover slides with ice-cold alkali buffer and incubate for 45 min in the dark (see

Note 17).
11. Electrophorese for 25 min at 18 V (0.6 V/cm), 250 mA. This must be carried out

in the dark (see Note 18).
12. Carefully remove slides from the buffer and place on a horizontal slide rack.
13. Flood each slide twice with 1 mL neutralization buffer and incubate for 10 min.
14. Rinse slides twice with 1 mL PBS and incubate for 10 min.
15. Remove all excess liquid from slides and allow to dry overnight at room tem-

perature.

3.3. Staining and Visualization

1. Re-hydrate slides in double distilled water for 30 min.
2. Flood each slide twice with 1 mL of 2.5 µg/mL propidium iodide (PI) solution

and incubate for at least 30 min at room temperature in the dark (see Note 19).
3. Rinse slides twice with double-distilled water for 10 min and once for 30 min.
4. Allow slides to dry at room temperature in the dark (see Note 20).
5. Place a few drops of distilled water onto the slide and cover with a coverslip (see

Note 21).
6. Examine individual cells and comets at 20 × magnification analyzing a minimum

of 25 images per slide (50/dose) (see Note 22).
7. Percentage decrease in tail moment is calculated using the following formula:

% decrease in tail moment = [1 – (TMdi – TMcu)/(TMci – TMcu)] × 100

where TMdi; tail moment of drug treated irradiated sample; TMcu; tail moment of
untreated unirradiated control; and TMci; tail moment of untreated irradiated control.

8. The percentage decrease in tail moment is proportional to the level of DNA
crosslinking (see Note 23).

3.4. Examples

Figure 2 illustrates DNA interstrand crosslinking in human lymphocytes. In
the first example (A) lymphocytes were isolated from a healthy individual and



150 Spanswick et al.

Fig. 2. DNA interstrand crosslinking in human lymphocytes as represented by per-
centage decrease in tail moment. (A) In vitro formation of DNA ISC with the nitrogen
mustard Chlorambucil in normal lymphocytes taken from a healthy donor. Lympho-
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exposed to the clinically used crosslinking drug chlorambucil in vitro. Levels
of ISC increase linearly with dose of chlorambucil over a wide dose range. The
second example (B) shows the analysis of lymphocytes taken from a patient
treated with Ifosfamide. Crosslinks are clearly observed in vivo following che-
motherapy.

4. Notes
1. Supplementation of tissue culture media with penicillin/streptomycin is optional

and our laboratory does not use it in the maintenance of suspension and adherent
cell lines.

2. If the chosen drug is to be reconstituted in solvents such as dimethylsulphoxide,
the final concentration of solvent added to the cells should be no greater than
0.01%. This is to avoid any additional DNA damage and cell death.

3. The length of the post-treatment time is dependent on the type of crosslinking
agent used and the peak of ISC formation. A time-course experiment should be
performed to ascertain this. For example, following a 1-h treatment the peak of
ISC for chlorambucil is reached following a 3-h post-incubation, while cisplatin
requires a post-incubation of 6–12 h. For repair experiments, the post-treatment
time can be further extended.

4. Trypsinize cells at room temperature as quickly as possible to avoid any addi-
tional DNA damage and to prevent crosslink repair. Alternatively a nonenzy-
matic preparation can be used such as cell disassociation solution (Sigma). It is
imperative that a single-cell suspension is achieved. If several cells migrate
together through the gel, an overestimated comet tail moment will result.

5. Vacutainer® CPT™ cell preparation tubes (Becton Dickinson) can be used as an
alternative to the standard Ficoll-Paque protocol for lymphocyte isolation. This
allows for sterile blood collection and cell separation using a single centrifuga-
tion step.

6. Tumors may be stored overnight in M6 medium. The pH should be carefully
monitored and maintained between pH 6.5–7.0.

7. The number of cells plated should be as high as possible and 104 cells/mL should
be regarded as a minimum. If less than 104 cells/mL are obtained, the time
required to achieve confluency will be longer and care must be taken to avoid
invasion by normal fibroblasts. Viability may be determined using trypan blue

cytes were incubated for 1 h in the presence of Chlorambucil followed by a 3-h post
incubation in the absence of drug. (B) In vivo formation of DNA ISC in lymphocytes
taken from a patient with a soft tissue sarcoma treated with Ifosfamide at 4.5 g × 3.
Arrows indicate the start of each drug infusion. The results are from single representa-
tive experiments and each point is the mean percentage decrease in tail moment calcu-
lated from 50 cells. No significant formation of DNA strand breakage was observed in
either example as determined from matched samples analysed without the 10 Gy irra-
diation step.



152 Spanswick et al.

exclusion. However, owing to the large number of differing cell types, the per-
cent viability refers to the whole population and not tumor cells exclusively.

8. Alternatively, cells may be cultured in 24-well plates at a concentration of 2.5 ×
104 cells/well to reduce the total cell number required.

9. It is imperative that the comet assay should be performed on ice and in the dark
where indicated throughout the text. This is to prevent any crosslink repair. All
solutions should be ice-cold and maintained at 4°C.

10. Precoated slides should be prepared and dried in advance. Slides can be stored
dry at room temperature for a number of weeks in an airtight container.

11. Cells can be used from frozen if stored at –80°C in the appropriate tissue culture
medium containing 10% FCS and 10% dimethylsulphoxide. Sample should be
rapidly thawed to 4°C and washed with tissue culture medium. Drug treatments
and the comet assay are then performed as usual.

12. Each experiment should include an untreated unirradiated control. In addition an
untreated irradiated control should also be included with every group of irradi-
ated samples. This is to allow for any change in irradiation exposure between
sequential irradiation steps.

13. An irradiated standard curve should be performed to establish the radiation dose
required as different cell types may produce different results. Ideally the dose
should give a head to tail DNA ratio of approximately 50:50. Our laboratory
finds 10 Gy optimum for most cell lines and lymphocytes.

14. Molten 1% LGT agarose should be maintained at 40°C to aid uniform gel preparation.
The thickness of the gel should be consistent between different slides to ensure uniform
DNA migration. The gel should not flood the entire slide and the frosted section should
be avoided. Ideally all gels should have the parameters of the coverslip.

15. A number of protocols have stated that following lysis the slides can be kept
overnight or even days in this solution prior to alkali DNA unwinding and elec-
trophoresis. We advise that this should not be carried out as the gels tend to break
up and slip off the slide. It is therefore recommended that all steps of the comet
assay should be processed in a single day.

16. Slides should be placed in a flat-bed electrophoresis tank lengthways with the
frosted end towards the anode. It is essential that the tank is level and all slides
face the same direction.

17. The level of alkali buffer should be consistent from one experiment to the next. It
is advisable to measure the volume of buffer required ensuring that all slides are
covered by at least 5-mm buffer.

18. These electrophoresis parameters are optimal for our equipment. The current can
be adjusted to suit an individuals requirement.

19. The most commonly used fluorescent stains are PI and ethidium bromide. The
highly sensitive fluorochrome SYBR Green (Flowgen Instruments) has also been
used successfully. It has the advantage of being far more sensitive that propidium
iodide and produces no background fluorescence. However, it fades much more
rapidly under intense ultraviolet (UV) light.
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20. Visualizing the slides dry produces optimum results as all the cells are in the
same plane giving clear cellular definition (21). This is favored instead of the
traditional wet slide method which can cause difficulties in focusing and
quantitation.

21. Slides should be analyzed as quickly as possible. If the coverslip is left on for a
considerable length of time, it will become permanently stuck.

22. Each slides should be scored blind to avoid any prejudgement, taking care to
ensure that comets are measured from the entire gel area and no part of the slide
is analyzed more than once.

23. It is important to determine in the first instance if the drug under test will
produce detectable single strand breaks as well as crosslinks. This may be
achieved by performing the comet assay on drug treated cells but excluding
the irradiation step.
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PCR Analysis of Microsatellite Instability

Gillian L. Hirst

1. Introduction
Microsatellites are simple, tandemly repeated DNA sequences which are

abundantly distributed throughout the human genome, and because of their
polymorphic nature have been widely utilized as genetic markers (1). They
consist of a repeating unit of 1–5 base pairs, averaging 25–60 bases in length,
and are commonly found in the form d(CA)n : d(GT)n (2). It has been esti-
mated that there are approximately 100,000 CA/GT repeat sequences in the
human genome (3). Studies in colorectal tumors first reported the appearance
of instability at microsatellites sequences involving either an expansion or
contraction of the repeat sequence (4–6). Such microsatellite instability has
now been reported in a variety of different tumor types including lung, breast,
stomach, endometrium, and bladder (7–11, reviewed in 12). In addition, a
number of other diseases are associated with instability in trinucleotide
repeats, such as fragile X syndrome (13), myotonic dystrophy (14) and
Huntington’s Disease (15).

Microsatellite instability is found to be a common feature of nearly all
tumors from patients with hereditary nonpolyposis colorectal cancer (HNPCC)
(4,16). The majority of HNPCC cases arise through germline mutations in two
genes, hMSH2 and hMLH1 on chromosomes 2 and 3, which encode the human
homologs of bacterial mismatch repair genes, MutS and MutL (17,18). Cells
which display microsatellite instability are termed as having an RER+ pheno-
type, which stands for replication error (5). Such RER+ tumor cells have been
shown to have defects in mismatch repair and possess a mutator phenotype (19).

Work initially linking the loss of mismatch repair with drug resistance was
noted in repair deficient bacteria which are hypersensitive to the methylating
agent MNNG (20). Later work showed that a number of tumor cell lines tolerant
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to methylating agents are also mismatch repair defective and demonstrate an
RER+ phenotype (19,21). In addition, more recent studies have implicated the
loss of mismatch repair in the tolerance of tumor cells to a number of other
classes of cytotoxic drugs including cisplatin and doxorubicin (22–26), and it
is becoming apparent that mismatch repair may play an important role in the
cytotoxic nature of certain drugs.

The most common way of analyzing microsatellites is by PCR, using PCR
primers, one of which is end-labelled with 32P or 35S γATP, or an internal radio-
label is added with [α-32P]dCTP in the PCR reaction. Dye-labeled primers have
also become available which may be detected on fluorescent detection appara-
tus, e.g., 373A DNA fragment analyzer (Applied Biosystems). Sequences and/
or information relating to microsatellite primers for a variety of species can be
obtained from the GenBank database or published maps (e.g., 27–29), or in the
literature. The PCR products are then usually run on denaturing polyacryla-
mide gels so that single stranded DNA can be separated and the two alleles
resolved. The sizes of the alleles on the autoradiograph are determined by refer-
ring to an M13 sequencing ladder run alongside samples as a molecular-weight
marker. Theoretically, one allele should produce one band on a gel but in prac-
tice several bands are seen (Fig. 1), which is thought to be owing to events
such as mispriming, strand slippage, and the terminal transferase activity of
Taq DNA polymerase (30,31). This can make interpretation of gels difficult.
In addition, extra bands may arise if PCR products are internally radiolabeled
using [α-32P]dCTP due to separation of the CA and TG strands on the gel (32).
If these products differ sufficiently in their nucleotide content, then one strand
will be preferentially labeled compared to the other and will cause little inter-
ference in scoring gels. This is usually the case when primers are located close
to the repeat sequence, but problems may arise if primers are located further
upstream and downstream, producing a lot of flanking sequence in the PCR
product. Use of a ‘touchdown’ protocol (30) which utilizes the exponential
nature of PCR can greatly improve the quality of microsatellite profiles (33)
by decreasing the chance for mispriming. The early rounds of the PCR reac-
tion use annealing temperatures several degrees above the theoretical anneal-
ing temperature of the primers, and each subsequent round drops the
annealing temperature by one or two degrees until the touchdown tempera-
ture is reached. Another technique to combat the problem of anomalous PCR
products which involves two or three stages of linear amplification has also
been described (34).

Below is given a protocol for PCR amplification of microsatellite
sequences using internal radiolabelling and a touchdown protocol which has
been successfully used to analyze microsatellite instability in human, mouse
and canine DNA.
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2. Materials
2.1. Polymerase Chain Reaction

1. Taq DNA polymerase, 5U/µL supplied with 10x PCR buffer: 100 mM Tris-HCl,
15 mM MgCl2, 500 mM KCl, pH 8.3 (20°C) (Boehringer Mannheim, Mannheim,
Germany).

2. PCR dNTP Mixture containing premixed dATP, dCTP, dGTP, and dTTP, 10 mM
each (Boehringer Mannheim).

3. Microsatellite primers (e.g., MapPairs™ from Research Genetics, Huntsville,
Alabama, USA).

4. Autoclaved thin walled PCR microfuge tubes suitable for use in a thermal cycler
(Eppendorf, BDH, Poole, UK).

5. Mineral Oil (Sigma, Poole, UK).
6. α32P-CTP (Redivue) ~ 110TBq/mL (Amersham International, Amersham, UK).
7. Autoclaved ddH2O.
8. Thermal cycler for DNA amplification, e.g., Hybaid Omnigene II (Hybaid,

Teddington, UK).
9. Genomic DNA samples of between 50–100 ng/µL.

Fig 1. Example of microsatellite instability at the locus D17S796 in twenty
subclones of the cisplatin resistant cell line A2780/cp70. The PCR products were frac-
tionated on a 6% denaturing polyacrylamide gel and detected by autoradiography. The
first four lanes show the M13 sequencing ladder used as a molecular-weight marker.
Reproduced with authors permission.
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2.2. Agarose Gel Electrophoresis

1. Running buffer: 1X TBE buffer diluted from 10X stock: 0.89 M Tris, 0.89 M
boric acid, 2 mM EDTA, pH 8.0.

2. 1.8% agarose minigel.
3. Ethidium bromide, 10 mg/mL, light sensitive (Sigma).
4. 5X sample loading buffer: 30% v/v glycerol, 0.25% w/v bromophenol blue,

0.25% w/v xylene cyanol FF.
5. DNA molecular weight markers, e.g., 123 base pair ladder (Gibco, Paisley, UK).

2.3. Polyacrylamide Gel Electrophoresis

1. Repelcote (VS) silicone treatment (BDH, Poole, UK).
2. Sequencing gel apparatus with 0.4 mm spacers and shark tooth combs, e.g.,

Model S2 (Gibco) produces a 30 × 40 cm gel.
3. Electrical tape (3M).
4. Large bulldog clips.
5. Polyacrylamide-Easigel polyacrylamide gel mixture: 6% w/v acrylamide, 0.3%

w/v bisacrylamide, 7 M urea, 1X TBE, ratio 19.1 (Scotlab, Coatbridge, Scotland).
6. Temed (N,N,N’-tetramethylethylene-diamine) (Sigma).
7. 10% Ammonium persulphate; make fresh as required.
8. M13 DNA sequencing ladder, e.g., Sequenase 2.0 (United States Biochemical,

Cleveland, Ohio) for use as a molecular weight marker.
9. 35S dATP (Redivue) ~ 22Tbq/mL (Amersham) to label the M13 sequencing ladder.

10. Formamide sample loading buffer: 10 mL formamide, 10 mg xylene cyanol FF,
10 mg bromophenol blue, 200 µL 0.5 M EDTA.

11. Water bath at 94°C.
12. 3MM Whatmann paper (Whatmann, Maistone, UK).
13. Gel drier, e.g., BioRad.
14. X-ray film, e.g., Kodak XAR film.
15. Autoradiograph cassette with tungstate intensifying screens.

3. Method
3.1. PCR

Remember to observe local laboratory rules and use appropriate caution
when handling any radioactivity.

1. Thaw samples and PCR reagents except the DNA polymerase on wet ice (see
Note 1). Determine the quantity of PCR master mix required for the number of
samples + 1 using the following PCR set up for a reaction of 25 µL total volume:
2.5 µL 10X PCR buffer including MgCl2 at 15 mM, 0.8 µL dNTP mix, 0.1 µL
α32P CTP, 0.1 µL Taq polymerase, 18.5 µL autoclaved dH2O. Remember to
include a negative control consisting of all the PCR reagents minus the template
DNA, for each different set of primers. Another useful control is a reaction con-
taining all the reagents minus primers (Note 2).
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2. Add 1 µL (50–100 ng) of DNA and 1 µL of each primer (4 µM) to PCR tubes and
keep on ice. Make up the PCR master mix, adding the 1 µL Taq DNA polymerase
last, straight from –20°C. Vortex and briefly pulse the master mix in a benchtop
minifuge (see Note 3). Add 22 µL to each reaction, vortex, and pulse briefly
again. Overlay reactions with 30 µL of mineral oil.

3. Having calculated the theoretical annealing temperature (Tm) of the primers (see
Note 4), perform a suitable PCR touchdown protocol following the parameters
given in Table 1, which uses an example where the theoretical Tm of the primers
is 56°C, and the touchdown goes from 60°–56°C.

4. To check for a successful PCR, visualize products on a 1.8% TBE agarose
minigel. For a 100 mL gel, 1.8g agarose in 100 mL 1X TBE. Ethidium bro-
mide can be added to the gel (5 µL of 10 mg/mL in 100 mL gel) which we
usually find to be sufficient. Load approximately 8 µL of sample mixed with
2 µL 5X sample loading buffer, and run at 180V for approximately 30 min in
1X TBE buffer (An alternative option is to add ethidium bromide solution to
the running buffer at 0.5 mg/mL). Alternatively, the gel can be stained after-
wards in a solution of ethidium bromide (0.5 mg/mL in 1X TBE). Detect
bands using a UV transilluminator. Products may be stored at 4°C or –20°C
until use, however it is expedient to run them within a few days if they are
radiolabelled with 32P.

Table 1
Example of a Typical Touchdown PCR Protocol
for Primers whose Optimal Annealing Temperature (Tm) is 56°C

 Stage Number of cycles
number Temperature to be performed at each stage

Stage 1 Denature DNA for 5 min at 94°C 1 cycle
Stage 2 94°C, 1 min 2 cycles

60°C, 1 min
72°C 1 min

Stage 3 94°C, 1 min 2 cycles
59°C, 1 min Reduce annealing temperature
72°C, 1 min by 1°C every 2 cycles

until Tm is reached
Stage 6 94°C 1 min 25 cycles

56°C 1 min
72°C 1 min

Stage 7 72°C, 5 min 1 cycle
Stage 8 4°C Hold

aThe initial annealing temperature starts several degrees above the optimal annealing tem-
perature of the primers and drops by one degree every two cycles of PCR until the desired
‘touchdown’ annealing temperature is achieved, at which point 10–25 rounds of cycling are
performed.
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3.2. Polyacrylamide Gel Electrophoresis

Remember to wear gloves when using acrylamide.

1. Following successful PCR, samples are visualized on a 6% denaturing poly-
acrylamide gel to separate alleles and determine size (see Note 5). Clean
sequencing gel plates, combs and spacers with hot water and detergent, and
rinse with dH2O. If necessary, plates can be cleaned with a solution of KOH/
methanol, made by adding approx 5g KOH in 100 mL methanol. Spray clean
plates with alcohol and allow to dry. One plate can be coated with silicone
treatment such as Repelcote to ensure that the gel remains attached to only
one of the glass plates when they are separated after electrophoresis (see
Note 5).

2. Insert spaces and seal the sides and bottom of the two glass plates together tightly
with electrical tape. First prepare a sealing gel: 2 mL polyacrylamide, 2 µL
Temed, 30 µL 10% ammonium persulphate. Mix by swirling. Immediately pour
in between glass plates using a 10 mL glass pipet, or a plastic syringe and allow
to coat the bottom of the plates. Whilst this is setting, prepare the main gel:
70 mL polyacrylamide gel mixture, 27.6 µL Temed, 554 µL 10% ammonium
persulphate. Mix by swirling and draw up into a pipet or 50 mL plastic syringe
barrel. Immediately pour in a continuous stream between the glass plates, hold-
ing the plates at a 45° angle on one bottom corner so that the gel flows evenly
along the lower part of the side spacer. Make sure that no air bubbles are trapped
(see Note 5). Lie plates horizontally but raise the loading end slightly, at an angle
of approximately 10° to the bench to ensure polyacrylamide does not leak out.
Insert a 0.4 mm sharks tooth comb between the two gel plates, straight edge first
in order to create a trough the width of the comb in the top of the gel, and clamp
in place with a large bulldog clip. Clamp further bulldog clips on the sides of the
gel plates to prevent leakage. Don’t clamp clips on the bottom edge without a
spacer as this will distort the gel. Then allow the gel to set at room temperature
for approximately 1 h.

3. Remove the bulldog clips and electrical tape from the bottom edge of the plates
with a scalpel, and fit into sequencing gel apparatus. Fill tanks with 1X TBE and
pre-run the gel, for 30–60 min at approximately 35–40mA/1500–1900V, 60W
for a 0.4 mm gel.

4. Mix 4 µL of labeled PCR product with 4 µL of formamide sample loading buffer.
Denature samples and pre-made molecular weight markers in a water bath at
94°C for 5 min. Remove and place on ice for 2–5 min.

5. Meanwhile switch off gel apparatus and remove shark tooth comb. Clean the
comb, and the trough formed in the gel with buffer to remove unpolymerized
polyacrylamide. Re-insert the comb with teeth in first into the pre-formed trough,
allowing teeth to touch the top surface of the gel causing a slight indentation. Do
not allow teeth to pierce the gel.

6. Load approximately 7 µL of sample into each well using flat edged pipet tips.
Add 4 µL of molecular weight markers to each well (see Note 6).
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7. Run the gel at 35–40mA/1500–1900V for about 2 h until the xylene cyanol FF
marker dye (light blue) reaches the bottom of the gel.

8. Switch off electrical supply and remove glass plates. Watch they may be hot!
Remove the electrical tape from the two sides of the gel with a scalpel and
place the plates flat onto the laboratory bench. Also remove the comb. Gently
separate the glass plates with a palette knife or large flat spatula, taking care not
to wrinkle or rip the gel. (Do not use a scalpel blade as this can be extremely
dangerous). Start by inserting the knife into one corner and prise the plates apart
slowly. Make sure the gel sticks to the bottom plate, otherwise turn the plates
around so the other plate is bottom. Once separated, the gel should be totally
stuck to one of the glass plates. Remove the spacers. Place 3MM Whatmann
paper cut to size on top of the gel and gently smooth out any air bubbles. Slowly
remove the paper with the gel attached and cover with Saran wrap.

9. Dry the gel under vacuum for 30–60 min at 80°C.
10. Place gel in an autoradiograph cassette with intensifying screens and expose to

X-ray film at –70°C for 24–72 h.

4. Notes
1. In order to prevent cross contamination when performing PCR it is important to

separate your PCR reactions from previous DNA preparations. Try to perform
PCR reactions in a bench area apart from other laboratory work, or if this is not
possible use a tray to keep work isolated. It is also good practice to keep a sepa-
rate set of pipettes for pre-PCR work. Keep your own stocks of PCR reagents,
and in small aliquots frozen at –20°C. Use sterile techniques and autoclaved
equipment. Exposure to UV irradiation in a UV DNA crosslinker (e.g., Strata-
gene) can sterilize pipettes and other equipment from contaminating DNA.

2. It is useful and less costly to optimize the PCR conditions for each primers con-
ditions without radiolabel first. In the event of PCR not working there are a num-
ber of trouble shooting approaches which can be taken and there are several
excellent review chapters (35,36). One of the most critical factors influencing
PCR is the magnesium (Mg2+) concentration which may vary from 0.5 mM to
5 mM depending on the influence of components in the reaction mixture includ-
ing dNTP’s, free pyrophosphate (PPi) and EDTA. The sequence of the primers
will influence the success of a PCR greatly. However, commercially available
and published primers should already be optimally designed. Primer concentra-
tion may also affect a PCR reaction, as high primer concentration may promote
mispriming, and low primer concentrations affect yield, but generally a concen-
tration of between 0.1 and 0.5 µM is optimal. Other factors which may be altered
are the cycling conditions, template concentration and the Taq polymerase con-
centration which is usually optimal between 0.5 and 2.5 units. There are now a
number of commercially available PCR trouble shooting kits, e.g., Boehringher
Mannheim which includes buffers of different pH and magnesium content, and
may be of use in determining the PCR correct conditions.

3. Remember to vortex all solutions before pipetting, and briefly pulse in a
microcentrifuge to bring reagents down from the sides and underneath the lid.
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4. The theoretical annealing temperature of the primers may be calculated from the
following simplified formula: 2°C × (A + T) + 4°C × (G + C) (37). It is probably
the most crucial factor in the design of a high specific PCR, as too high an anneal-
ing temperature will result in no product and too low an annealing temperature
may result in non-specific products. A standard PCR protocol, each cycle or round
of PCR consists of three steps: a DNA denaturation step at 94°C, a primer anneal-
ing step, and a primer extension step at 72°C. When calculating a touchdown
protocol, start cycles using an initial annealing temperature several degrees higher
than actual Tm, e.g., For primers with a Tm of 56°C, 60°C would be a suitable
initial annealing temperature. Reduce by one degree every second cycle until
reach 56°C, and then perform 25 cycles at this temperature. In optimizing a PCR
protocol it may be necessary to try several “theoretical” Tm.

5. Denaturing polyacrylamide gels can be made in advance e.g. the day before kept
at 4°C, ensuring the exposed edges are kept covered in Saran wrap and moist
paper towels. The M13 sequencing ladder used as a molecular weight marker can
also be made in advance and stored at 4°C. To silicone-treat the sequencing plates,
pour a small amount of silicone solution onto one of the glass plates, wipe over
with a paper towel pad ensuring all the surface is covered with the silicone and
rinse with dH2O. Allow the plate to dry. If air bubbles do appear while pouring
the gel, they can be sometimes eliminated by gently squeezing the plates together
just below the bubble. If the bubble persists, the gel can be poured out, and
re-poured, or failing that, the plates re-cleaned and a new gel solution made.
Additionally, bubble-getters are now available commercially, which are the width
of a spacer and can be inserted in between the plates to remove the bubble!

6. To conserve time it may be possible to load several samples in one lane on a
polyacrylamide gel, providing there is sufficient separation between the expected
sizes of the products. It is useful to load molecular weight markers in the first
and/or last lanes of the gel and note position. This will help to orientate the gel
once processed.
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O6-Alkylguanine-DNA Alkyltransferase Assay

Amanda J. Watson and Geoffrey P. Margison

1. Introduction
Alkylating agents exert a wide range of biological effects in both pro- and

eukaryotes and there is ever increasing evidence that these effects are mediated
via alkylation at the O6position of guanine in DNA (1–4). Repair of such
adducts can be mediated by O6-alkylguanine-DNA alkyltransferase (ATase)
(3,4). Both pro- and eukaryote ATases transfer alkyl groups from the O6-posi-
tion of guanine in alkylated DNA (or from other low molecular weight sub-
strates); (5) to a cysteine residue located at the active site of the protein: the
reaction is stoichiometric and the protein is autoinactivated (6). This mecha-
nism has been exploited in the design of several different radioactivity-based
assays for the enzyme. These involve either measurement of methyl group
transfer to protein or the analysis (e.g., by HPLC) of methylated substrate DNA
before and after exposure to cell or tissue extracts or restriction endonuclease
(RE) site deprotection of synthetic oligonucleotide substrates containing O6-
methylguanine.

The most common method of assaying ATase activity in cell or tissue
extracts, which we have used successfully and propagated to a number of other
laboratories over a number of years (e.g., 7), involves measuring [3H] methyl
group transfer to ATase protein. Essentially, high specific radioactivity [3H]-
methylated DNA substrate is incubated with extract under protein-limiting con-
ditions until the transfer reaction is complete. Excess substrate DNA is
hydrolyzed to acid solubility and radioactivity in the residual protein is mea-
sured by liquid scintillation counting.

The availability of very high specific activity 32P- and 35S-labeled deoxynu-
cleoside triphosphates has encouraged the development of more sensitive
ATase assays based on end-labeled fragments of oligonucleotides containing
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O6-alkylguanine sometimes in a RE site. A number of different methods have
been devised (8–12) but a convenient, highly sensitive alternative to the stan-
dard methyl transfer method is not, as yet, in widespread use.

2. Materials

2.1. Preparation of Substrate DNA

2.1.1. Deproteinization of DNA

1. Calf thymus DNA (see Note 1).
2. Duran (or other wide-necked glass) bottles. Due to the hazards associated with

this procedure (see Note 2) minimize the possibility of leakage by ensuring that
the bottles have a good seal.

3. Proteinase K.
4. Phenol equilibrated with 1 M Tris-HCl, pH 8.0. Prepare fresh as required. Add an

equal volume of 1 M Tris, pH 8.0, to the phenol. Shake, allow to settle, and
aspirate off as much of aqueous phase as possible. Extreme caution must be exer-
cised when handling and disposing of phenol (see Note 2).

5. 3 M NaAc, pH 4.0.
6. Absolute ethanol.
7. Ether.
8. N2.
9. Water-bath set at 55°C.

10. 5 mL plastic syringe.
11. Water-pump aspirator.
12. 50-mL Falcon tubes (conical bottom).

2.1.2. Methylation of DNA

1. Duran (or other wide-necked glass) bottles (see Subheading 2.1.1.).
2. 0.02 M Ammediol, pH 10.0 (pH adjustment is not necessary).
3. 5 mCi [3H] MNU. Preferably ~20 Ci/mmol (Amersham International, 1 mCi/mL

in ethanol). Use immediately on delivery.
4. Absolute ethanol.
5. Pasteur pipets.
6. Water vacuum aspirator.
7. Ether.
8. Ethanol: Ether (1:1)
9. N2.

10. Chemical fume cupboard.

2.1.3. Checking New Substrate

1. Buffer I : 50 mM Tris-HCl, pH 8.3, 1 mM EDTA, 3 mM DTT. This buffer, pre-
pared without DTT, may be stored for several months at 4°C and used for up to
1 wk following the addition of DTT.
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2. 5 mL Syringes.
3. 21G Syringe needles.
4. Ecoscint (National Diagnostics/Mensura).
5. Scintillation counter.

2.2. Preparation of Cell/Tissue-Free Extracts
1. Buffer I (see Subheading 2.1.3.).
2. Phosphate buffered saline (PBS) : 0.8% NaCl, 0.02% KCl, 0.15% Na2H2PO4,

0.02% KH2PO4, pH 7.4.
3. Phenylmethylsulphonyl Fluoride (PMSF); (Sigma): 50 mM in 100% ethanol.

Store at –20°C. Stable for at least 3 mo.
4. Leupeptin (Sigma), 10 mg/mL in ddH2O. Store at 4°C. Stable for at least 1 mo.
5. Sonicator fitted with microtip probe suitable for 1.5-mL Eppendorf tubes (see

Note 3).

2.3. Protein Estimation
1. CBG (Coomassie brilliant blue G250) dye reagent concentrated stock : 780 mM

CBG (Sigma, 75% dye content), 25% (v/v) ethanol (BDH analar), 7.4 M ortho-
phosphoric acid, 0.01% Triton X-100 (v/v), 0.01% SDS (w/v). Store at 4°C in the
dark for up to one year. Before use, dilute to 1 in 5 in ddH2O, leave at 4°C over-
night then filter through 3 mm filter paper. Store at 4°C in the dark for up to 3 mo.
Commercial reagents are available (see Note 4).

2. IBSA: 1 mg/mL bovine serum albumin (BSA) in buffer I. Store at 4°C.
3. BSA protein standards: standards of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 1.0 mg/mL

BSA in buffer I are prepared from IBSA. Standards are filtered (0.2 µm) and
stored for up to 6 mo at 4°C.

4. Scintillation minivials.
5. Plastic spectrophotometer cuvets.
6. Multi-dispense pipet (see Note 5).
7. Spectrophotometer set to read at absorbance 595 nm.

2.4. DNA Estimation
1. 10X TNE Buffer : 100 mM Tris base, 10 mM EDTA, 2 mM NaCl, pH 7.4. Filter

before use (0.45 µm) and store at 4°C for up to 3 mo.
2. Calf thymus DNA standard (Pharmacia biotech, ultrapure), 100 µg/mL in TNE.

Store at 4°C for up to 3 mo.
3. Hoechst 33258 (bisbenzamide) stock dye solution, 1 mg/mL in ddH2O. Store at

4°C in the dark for up to 6 mo.
4. TKO 100 mini-fluorometer and fluorometer cuvet (Hoefer; see Note 6) .

2.5. Assay
1. [3H] Methylated calf thymus DNA (see Subheading 2.1.).
2. IBSA (see Subheading 2.3.).
3. BSA, 10 mg/mL in ddH2O. Store at 4°C.
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4. Perchloric acid (PCA): 1 M and 4 M in ddH2O.
5. NaOH, 10 mM in ddH2O.
6. Ecoscint (National Diagnostics/Mensura).
7. Scintillation minivials.
8. Dry heat blocks set at 37°C and 75°C.
9. Multi-dispense pipet (see Note 5).

10. Scintillation counter.

3. Methods
3.1. Preparation of Substrate DNA

3.1.1. Deproteinization of DNA

1. Dissolve CT DNA at 2 mg/mL in TE (up to 300 mL) on a stirrer overnight in a IL
Duran bottle. There will be some insoluble bits but it is not necessary to remove them.

2. Place bottle in 55°C water bath for 5 min then add solid proteinase K (30 mg).
The bits should disappear quickly, but leave for 1 h, swirling occasionally before
adding another 30 mg of proteinase K.

3. After a further 1 h at 55°C move to fume cupboard on tray, cool under running
tap water and add equal volume of phenol equilibrated to pH8.0 using 1 M Tris
(see Subheading 2.1.1.). Cap and shake vigorously for 5 min—be aware of the
possibility of leakage.

4. Allow to stand for about 11/2 h at room temperature: the phenol should settle out
and can be almost completely removed by aspiration.

5. Decant supernatant into 50 mL falcon tubes (conical bottom) and spin at 1000g
room temperature, 10 min.

6. Observe interface carefully: if clear, re-extraction is not necessary (see Note 7).
Remove phenol from bottom of tube using glass 5-mL pipet or Pasteur pipet and
rubber pipet bulb or pipet pump. Do not worry about taking some of the aqueous
layer. Pour off supernatants into Duran bottle of appropriate capacity.

7. Add 1/10 volume of 3 M NaAc pH 4.0 to pooled aqueous phases, mix well, and
add 2 volumes cold ethanol. Cap and mix by inversion.

8. Lift out DNA on glass pipet and transfer to smaller Duran. Wash 3 times with
ethanol at room temperature by vigorous shaking and water vacuum pump aspi-
ration of the ethanol. Make sure DNA spreads out in ethanol to ensure complete
penetration of ethanol.

9. Wash at room temperature three times with ethanol:ether (1:1) and then three
times with ether alone. Each time, pour off the washes into a tray in a fume cup-
board. (Keep away from naked flames/electrical appliances.)

10. Dry DNA in stream of N2 to remove the ether, teasing apart fibrous DNA with
Pasteur pipets. Dry to constant weight.

3.1.2. Methylation of DNA

Owing to the radiochemical hazard involved, the following procedure should
be carried out in a fume cupboard set at maximum flow rate. Handling and
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disposal of [3H] must be performed in accordance with local rules pertaining to
radioactive substances. We advise monitoring for [3H] contamination of the
work area before starting and, of course, on completion.

1. For 5 mCi [3H]-MNU in 1 mL ethanol: dissolve 40 mg DNA on a stirrer plate
overnight at 8 mg/mL in 0.02 M Ammediol, pH 10.0 in a 25-mL Duran bottle.
Transfer 2 mL of this solution to a separate container. (This is to be used for
rinsing [3H] vial—see step 3.)

2. In tray in fume cupboard, CAREFULLY remove seals from [3H]MNU vial using
blunt forceps. Use a twisting rather than pulling action and put aluminium ring
and sealing disc directly into beaker in tray. Recap vial with black plastic cap
provided—avoid shaking.

3. Put Duran on stirrer in tray, and using 5-mL plastic syringe, carefully transfer MNU
solution into stirring DNA solution. Rinse out vial with two 1-mL aliquots of DNA
solution by serial transfer. Put syringe and empty vial in sink for careful rinsing.

4. Continue stirring DNA for 5 h at room temperature. Carefully remove stirrer bar
then add 1/10 vol 3 M NaAc, pH 4.0 and 2 volumes of cold ethanol. Form DNA
precipitate by swirling and inversion being very careful of leakage—any spills
will contain [3H]-methanol which will blow off rapidly.

5. When DNA has formed a tight ball, carefully remove supernatant using a Pasteur
pipet attached to a water vacuum pump the outflow of which is piped directly
into the sink drain hole to avoid splashing. Do not be concerned about tiny frag-
ments of DNA being sucked down the sink but do avoid the bulk of the DNA! It
is possible to remove all of the supernatant safely in this way.

6. Wash the DNA with ethanol (about 20–30 mL per wash) making sure pellet is
“fluffed” out each time. After 10 washes check [3H] radioactivity counts in
500 µL of wash (+3 mL scintillant) to monitor the washing efficiency. Ideally the
last wash should be close to background, but as small fragments of DNA may be
present, two consecutive washes with similar cpm is acceptable.

7. Dry DNA by washing in ethanol:ether (1:1) twice and ether twice. DO NOT
aspirate supernatants down sink! Pour them carefully into a stainless steel tray
for evaporation and thorough washing down sink.

8. Blow off residual ether in a slow stream of nitrogen, teasing apart DNA with
Pasteur pipets if necessary. Transfer to preweighed clean glass vial and dry to
constant weight.

3.1.3. Checking New Substrate

1. Weigh about 8 mg DNA and dissolve at 2 mg/mL in buffer I in a clean glass vial.
Pass DNA 10 times through 21G needle into 5 mL syringe to ensure homogene-
ity of DNA (see Note 8).

2. Count (in duplicate at least) 10-µL aliquots of DNA solution in 3 mL Ecoscint.
3. Assume O6-MeG content to be 6% of total cpm and set up ATase assay using

up to 10-fold excess of ATase (see Subheading 3.5.). The plateau level will
give an accurate measure of O6-MeG content (calculate from specific activity
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of [3H]MNU used). Plateau levels between 600 and 1200 cpm are appropriate
for assaying most cells and tissues (see Note 9). DNA methylated using the
above conditions gave 25 pmoles O6-MeG/mg DNA: 2 ug DNA was found
to contain 580 cpm as ATase-repairable radioactivity (at 30% counting
efficiency).

4. Carry out a kinetic experiment (i.e., incubate substrate and extract for increasing
times) using the amount of extract giving 50% of the plateau level. This will
determine the time for the reaction to go to completion.

3.2. Preparation of Extracts

Samples must be stored on ice throughout the procedure to conserve ATase
activity.

1. Preparation and storage of cells/tissues/lymphocytes.
Cells : harvest, wash with PBS, store cell pellet at –20°C.
Tissue: snap-freeze (dry-ice or liquid nitrogen) and store at –20°C or –70°C.
Lymphocytes: collect whole blood into universal containing EDTA ( final con-

centration 25 mM). Isolate lymphocytes by density centrifugation (12), wash
with PBS and store cell pellet at –20°C.

The number of cells or weight of tissue required for the assay will depend upon
the level of ATase activity (e.g., see Note 10).

2. Transfer tissue or cell pellet to 1.5 mL Eppendorf tube in ice and add cold Buffer
I (500–1000 µL) containing 5 µg/mL leupeptin (see Note 11).

3. Sonicate sample (see Note 3) within a MSC class I cabinet to minimize exposure
to aerosols. It may be necessary to mince with fine scissors or add glass beads to
the sample to aid sonication (see Note 12).

4. Add PMSF to the sample immediately following sonication so that the final con-
centration is 0.5 mM (i.e., 1/100 of volume).

5. Centrifuge at 15,000–20,000g for 10 min at 4°C (see Note 13).
6. Transfer supernatent to a clean Eppendorf in ice. Extracts are now ready for use.

For short-term storage (≤48 h), in ice preferably in cold room/cabinet, is recom-
mended. If for longer periods, extracts should be snap-frozen (dry-ice or liquid
nitrogen) and stored at –20°C. Activity may be lost on freeze-thawing but we
have not systematically investigated this.

3.3. Protein Estimation (13; see Note 14)

1. Add, in duplicate, 40 µL of each standard or unknown (see Note 15) to the bot-
tom of a scintillation minivial. Blank tubes contain buffer I only.

2. Add 2 mL of CBG/ Biorad reagent to each tube and gently mix (see Note 5).
3. Transfer 1 mL of blank sample to the cuvet and zero the machine at 595 nm.

Repeat with duplicate blank sample to check reproducibility and stability of read-
ings (see Note 16).

4. Transfer 1 mL of the unknown sample to the cuvet, record the reading, drain the
cuvette thoroughly and repeat with the next sample.
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5. Construct standard curve by plotting absorbance of standards versus protein con-
centration (mg/mL). Calculate protein concentration (mg/mL) of samples by ref-
erence to the standard curve (see Fig. 1; see Note 17).

3.4. DNA Estimation (13; see Note 6)

1. Switch on the TKO 100 at least 15 min before taking measurements so that the
lamp is ready and the temperature in the chamber stabilizes.

2. Freshly prepare working solution of Hoechst 33258 by diluting to 1 µg/mL in
1× TNE, wrap in foil to protect from light and allow to warm to room tempera-
ture before use.

3. Set the sensitivity of the detector monitor to about 50% by turning the scale knob
approximately five full clockwise turns from the fully counter position.

4. Add 2 mL of dye solution to the cuvet, if necessary wipe the sides of the cuvet
with a low lint tissue and place in the sample chamber.

5. Zero the instrument.
6. Deliver 2 µL of DNA standard into the 2 mL dye solution and mix by pipetting

the solution into and out of a disposable pipette several times without introducing
bubbles.

7. Close the sample chamber and adjust the scale control knob until the display
reads “100.” This one-point standardization sets the machine to read the DNA
concentration directly in µg/mL. However, it is advisable to run a calibration
curve every few weeks to ensure that the standard has not degraded, the instru-
ment is running properly, and that a consistent technique is being applied (see
Note 18).

8. Remove the cuvette from the sample chamber. Empty and drain the cuvette thor-
oughly by blotting it upside down on a paper towel between readings.

Fig. 1. Protein standard curve. Duplicate or triplicate sample readings are averaged
and concentration is extrapolated from the standard curve. Standard deviation of pro-
tein estimations should be ≤5%.
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9. Repeat steps 4–8 at least once to verify that results are reproducible (see
Note 19).

10. Read the DNA concentration (µg/mL) of your sample by repeating steps 4–6.
Read the display immediately and record the value (see Note 20). Duplicate or
triplicate reading are taken and averaged (see Note 17).

3.5. ATase Assay

1. Dilute substrate DNA to 200 cpm/µL in Buffer I (see Subheading 3.1.3.). At
room temperature:

2. Dispense 100 µL (i.e., 20,000 cpm) of substrate into scintillation minivials, tak-
ing care not to touch the sides (see Note 21).

3. Add appropriate volume of extract to the bottom of the tube, avoiding the sub-
strate if possible. At least two “blank” tubes containing substrate only should be
included to determine background counts (see Note 21).

4. Mix extract and substrate by gently shaking the tube taking care to avoid splash-
ing the walls.

5. Add IBSA to the bottom of the tube to give a final volume of 300 µL (see
Note 22).

6. Incubate at 37°C until the reaction is complete (see Note 23). Reaction time will
depend upon the particular substrate (see Subheading 3.1.3.) and tissue/cells
used and should be established by experiment.

7. After incubation add 100 µL BSA, 100 µL 4 M PCA, 2 mL 1 M PCA. If reaction
volume has been increased to 1.1 mL (see Note 22) add 400 µL 4 M PCA instead
of 100 µL.

8. Heat at 75°C for 50 min to ensure complete hydrolysis of the DNA substrate (see
Note 21).

9. Centrifuge at 2100g for 10 min.
10. Aspirate the supernatant (see Note 24) taking care not to disturb the pellet and

add 4 mL PCA.
11. Repeat centrifugation and aspiration.
12. Add 300 µL 10 mM NaOH to each tube and shake to disperse the protein pellet,

followed by 3 mL Ecoscint.
13. Cap tubes and shake thoroughly before scintillation counting.
14. Calculate the cpm for each tube by averaging two 5-min counts. Unusually high

counts particularly in the first few tubes may indicate chemiluminescence and
these tubes should be re-counted to constant cpm.

3.6. Calculation of ATase Specific Activity

1. Plot cpm versus volume of extract for each sample and from the linear part of the
curve calculate cpm/µL (see Fig. 2).

2. Multiply cpm/µL by conversion factor (see Note 25) to give fmoles/mL.
3. Divide fmoles/mL by either protein (in mg/mL) or DNA (in µg/mL) concentra-

tion to give ATase specific activity in fmoles/mg protein or fmoles/µg DNA
respectively (see Note 26).
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4. Notes
1. We routinely use Sigma calf thymus DNA (<3% protein).
2. Phenol is a powerful systemic poison, which is readily absorbed through the skin

causing chemical burns on contact. Phenol should be neutralized with an equal
volume of 4 M NaOH before disposal down the sink in high dilution.

3. We routinely use a Heatmaster Sonicator fitted with a microtip probe (standard
tapered with 3.2 mm diameter) and sonicate for 10 s at 216 µm (peak to peak
amplitude). Appropriate sonication conditions will depend upon the particular
machine and probe used and should be established by experiment.

4. Biorad dye reagent (Biorad) supplied as a 5× stock may be used as an alternative
to CBG. Standard curves using CBG are linear up to 1 mg/mL compared to those
using Biorad which plateau around 0.6–0.8 mg/mL.

Fig. 2. Results of a typical ATase assay plotted as cpm vs volume of extract. Criti-
cal analysis of the data is important to ensure reliable results:

1. Background cpm should be within the range acceptable for the substrate (usually
20–50 cpm).

2. Minimum of 3 points must be linear (i.e., assay under protein limiting conditions).
3. Cpm at maximum volume must be at least twice background cpm.
4. Standard deviation of assay ≤10%.
5. Plateau level of curve (in this case 900 cpm) should correspond to the maximum

number of cpm transferrable from substrate to protein (usually 6% of total cpm;
see Subheading 3.1.3.). In some tissues (e.g., rat GIT) where protease activity is
high, plateau levels may be lower than expected presumably owing to proteolytic
degradation of the ATase. However, providing that specific activities are calcu-
lated based on the protein limiting (i.e., linear) part of the curve and all the above
criteria are followed, reliable results may be obtained.

6. ATase specific activity of positive control sample (where used, see Note 11) is
within acceptable range.

Assuming compliance with the above, limit of sensitivity of this method ≥2fmoles
ATase.
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5. We recommend using an Eppendorf multipette plus (Eppendorf) or similar posi-
tive displacement machine to repeat dispense quickly and accurately.

6. Hoechst 33258 binds to the minor groove of DNA. When 365 nm light (long UV)
excites this dye, fluorescence results and can be measured by mini-fluorometer (as
described here), fluorescence spectrophotometer (14) or fluorescence microtiter
plate-reader. We have also used a microtiter (96-well) based assay ; 10 µL sample
or standard (range 0–50 µg/mL DNA) and 100 µL Hoechst (1 µg/mL) per well.

7. If the interface is not clear re-extraction is necessary. Remove upper aqueous
layer from each tube and combine in a Duran. Repeat steps 3–5.

8. It is important to ensure homogeneity of DNA by syringing since, quite often, the
DNA forms small gelatinous “blobs” which are very difficult to see. If not dis-
persed these manifest themselves as highly variable counts on the plateau (sub-
strate limiting conditions) of the assay.

9. It may be appropriate to use less substrate when trying to detect very low levels
of ATase since less substrate will produce lower background counts. It is impor-
tant that ATase specific activity calculations are based on the linear part of the
protein dependence curves.

10. Cells and tissues vary greatly in ATase activity and therefore the amount of
extract required to detect activity will also vary. The following may be used as a
starting guide if ATase activity is unknown.
Cells: Bacterial—pelleted from 1.5 mL of stationary culture

Mammalian—107 cells
Lymphocytes—10 mL whole blood

Tissue: 1–10 mg
More (or less) cells or tissue may be used providing sonication is effective with-

out compromising ATase activity.
Inclusion of a positive control (i.e., ATase expressing cell line or tissue) in both

extraction and assay procedures is strongly advised particularly when assay-
ing samples with very low or unknown ATase activity.

Occasionally, substrate-limiting conditions are attained at the lowest volume of
extract used. In this case, repeat the assay using appropriate dilutions of extract
in IBSA.

11. A minimum buffer volume of 500 µL is needed to avoid heating of the sample
during sonication. If smaller extract volumes (300–500 µL) are required it may
be necessary to sonicate the sample for shorter times or on ice. Establish appro-
priate conditions by experiment.

12. Some tissues (e.g., gut and tumour) are more difficult to disrupt and therefore
require the addition of 0.1–0.2g glass beads (100 mesh, BDH) and/or mincing
before sonication.

13. It may be possible to omit this step if very few cells are used but this should be
checked by experiment.

14. If a platereader with appropriate filter is available this procedure may be adapted
as a microtitre (96-well) plate assay. We have successfully used 40 µL of sample
or standard (linear range 0–0.1 mg/mL protein) and 200 µL of dye reagent per well.
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15. Samples (e.g., liver or tumour tissue) may need to be diluted in buffer I to achieve
absorbance within linear range of standard curve (see Fig. 1).

16. Re-zero the machine where necessary; frequency will depend upon the particular
machine.

17. Replicate protein and DNA estimations should be within 5%.
18. The DNA standard (100 µg/mL ) is set to read 100, therefore a sample reading 35

has a concentration of 35 µg/mL. To generate a standard curve, follow steps 1–9
(Subheading 3.4.), then measure (in duplicate) 4, 6, 8, 10 µL of the DNA stan-
dard. Plot sample concentration versus the averaged reading. The data should
yield a linear graph.

19. Once reproducible readings have been produced, do not touch the scale knob
again until all measurements have been completed. Do zero the instrument after
every reading.

20. The observed fluorescence stabilizes after a few seconds and then begins to drop
as the chamber warms.

21. High background counts (≥ twice normal background) usually indicate a prob-
lem with sample hydrolysis. Check hydrolysis incubation time and temperature,
and PCA concentration. Ensure that substrate is added to the bottom of the tube
and is therefore effectively hydrolyzed.

22. The final volume is not critical providing the reaction goes to completion and the sub-
strate is hydrolysed in 1.0 M ± 5% PCA. For example, it may, occasionally be neces-
sary to assay larger volumes (up to 500 µL) of cell or tissue extract in order to detect
activity. In this case the total assay volume may be increased to 1.1 mL with Buffer I.

23. ATase is not a true enzyme, i.e., the reaction is stoichiometric and autoinac-
tivating. Reaction should go to completion in all cases.

24. Dispose of waste in accordance with local rules for handling [3H].
25. Calculation of conversion factor (CF). The conversion factor is calculated from

the counting efficiency and substrate specific activity:
a. dpm = cpm CE

where CE = counting efficiency of scintillation counter (e.g., 30%)
b. 1Ci = 2.22 × 1012 dpm ∴ 1 pCi = 2.22 dpm
c. Substrate specific activity (SA) in Ci/mmol (= pCi/fmol).

Re-calculate monthly by reference to decay chart.
From (a), (b), and (c)
fmol/ µL = cpm/µL × 1 (SA × 2.22 × CE)
fmol/mL = cpm/µL × 1000 (SA × 2.22 × CE)
fmol/mL = cpm/µL × CF
∴      CF = 1000 (SA × 2.22 × CE)

26. Lymphocyte specific activities should be expressed in terms of fmoles/µg DNA
since in this way contaminating erythrocytes (which do not contain DNA) will
not have a significant impact on the measurement. Although for most other pur-
poses either expression of activity is acceptable, there is a growing tendency to
use fmoles/µg DNA because from this value the number of ATase molecules per
cell may be calculated.
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Analysis of the p53 Status of Tumors

An Overview of Methods

Jonas Bergh

1. Introduction
1.1. Background on p53

The tumor suppressor gene TP53, encoding the p53 protein, has its gene
locus on the short arm of chromosome 17 p13.1 (1,2). p53 has been denoted
“guardian of the genome” (3) owing to its essential cellular functions in
apoptosis control, cell-cycle control, chromosomal segregation, gene transcrip-
tion, and genomic stability (4). The gene encodes a protein of 393 amino acids
(5). The tertiary structure of the p53 protein is known to a relatively large
extent; the DNA binding region has been localized to amino acids 102 to 292.
Murine double minute-2 (MDM2) binds to the amino terminal of the p53 pro-
tein and is a negative regulator of p53 (6). p53 is normally activated by ultra-
violet (UV)-light, radiation, cytostatics, and carcinogens. The activation by
these may involve interaction with the ataxia telangiectasia gene (ATM). The
p53 gene can be inactivated by somatic or germ-line mutations. Somatic muta-
tions in the p53 gene is the most common genetic abnormality so far described
in human cancer (7). Patients with germ-line p53 mutation’s are part of the
Li-Fraumeni syndrome. These patients have an increased risk of developing
adrenocortical, breast, gastrointestinal tract, and lung carcinoma, as well as
soft-tissue sarcoma and malignant melanoma (8,9). Studies on mice have
revealed that induced deficiency of both alleles of the p53 gene is associated
within an increased risk of lymphomas and sarcomas (10). p53 can also be
inactivated by certain viral oncoproteins, such as human papilloma virus pro-
tein E6, SV40 large T-antigen, hepatitis B viral X protein, and adenovirus pro-
tein E1B (4). Cells with abnormal p53 function have been described as having
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a selective growth advantage, as well as different response to radiotherapy,
tamoxifen, and cytostatics (5,11–15). Normal activation of the p53 gene can
either lead to induction of apoptosis or growth control via its major down-
stream mediator, CIP1 (p21), which is a major regulator of different cell-cycle
regulatory proteins, such as cyclin-dependent kinases and DNA polymerase.

1.2. p53 Status of Human Cancer

Fifty percent or more of the tumors from patients with lung carcinoma and
colon carcinoma have been described to have p53 abnormalities in their tumors
(16). However, these figures must be interpreted with some caution, as the
majority of these studies have used immunohistochemical positivity as a surro-
gate endpoint for a mutant p53. At the other end of the p53 mutation frequency
spectrum, testicular teratomas and patients with nephroblastomas (Wilms’
tumors) only have p53 mutations in a low percentage of the studied cases
(17,18). This latter finding is interesting because these tumors generally are
considered to be very sensitive to different cytotoxic agents, and patients with
these tumors are cured at a very high rate. Animal models of testicular terato-
mas have demonstrated increased p53 protein levels (19). The protein was tran-
scriptionally inactive, but differentiation of the tumor cells with retinoic acid
decreased the p53-levels, which was simultaneously coupled to an increase of
the p53 related transcriptional activity (19). Furthermore, the topoisomerase II
(TOPOII) cytotoxic agent etoposide—sometimes used in the therapy of tes-
ticular teratomas—could also activate p53 and induce apoptosis (19,20).

Analyses of the p53 status in tumor biopsies have revealed that patients with
tumors with increased protein expression of p53 or a mutant p53 have a worse
prognosis. This has been demonstrated for patients with bladder, breast, colon,
gastric, nonsmall cell lung, oesophagus, ovarian and prostate carcinoma and
the group of soft-tissue sarcomas (11,21–37).

The mutation sites in p53 may be different between dissimilar histopatho-
logical entities, which may reflect the differences in etiology for the various
malignant tumors in humans. Hepatocellular carcinoma (in many parts of the
world coupled to aflatoxin B exposure or hepatitis B infections), has a relative
dominance of mutations in amino acid 249, whereas colon carcinomas fre-
quently have mutations in codon 175 (38–40). Furthermore, a more detailed
analyses of the p53 status in relation to mutation sites strongly indicate that
different mutations have quite different functional and clinical implications.
119 breast cancer tumors with previously demonstrated p53 mutations were
further analyzed (36). Patients with tumors with p53 mutations in the L2 and
L3 regions had a significantly worse survival rate, statistically (36). The L2
and L3 regions are part of the zinc-binding domain, involved in direct DNA
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contact and claimed to be of importance for protein stabilization (41). Simi-
larly mutations in the L3 region in colo-rectal carcinomas resulted in signifi-
cantly shorter survival for these patients, statistically (42).

We have previously demonstrated that the mutation sites were partly dis-
similar between lymph node-positive and lymph node-negative breast cancer
patients (11). Furthermore, patients with tumors with mutations in the evolu-
tionarily conserved regions II and V had significantly shorter survival, statisti-
cally, compared with patients with mutations outside the evolutionarily
conserved regions (11). More interestingly, patients with breast cancers with
mutations outside the evolutionarily conserved region had a similar prognosis
compared with those without proven mutations (11). Taken together these data
underline the importance of obtaining the exact nature of the p53 mutation,
whereas one type of p53 mutation may result in a completely different func-
tional alterations leading to different clinical behavior compared with another
p53 mutation at a different site.

1.3. p53 as Predictive Factor

As well as its independent prognostic value, in some studies p53 has also
been claimed to have a predictive value, i.e., the p53 pattern has been claimed
to be a determinant of the response to certain therapeutic treatments in experi-
mental models. Initial preclinical studies disclosed that a mutant p53 was asso-
ciated with worse response to chemotherapy and radiation (5,13,14). Later
studies have disclosed that the pattern may be more complex. Inactivation of
the wild-type p53 gene has been described to increase the sensitivity to
paclitaxel with a factor 7–9 (43). Furthermore, another research group disclosed
that inactivation of the wild-type p53 gene also resulted an increased sensitiv-
ity to carboplatin, cisplatin, and melphalan (44). Both of these studies were
carried out on human foreskin fibroblasts and mouse embryo fibroblasts,
respectively (43,44). In a further study on human lymphoblastoid cell lines
from probands of Li-Fraumeni families with heterozygous germ-line mutations
(p53 wt/mut) of the p53 gene (45), no difference could be detected between the
two different heterozygous mutations and normal cells in the response to
paclitaxel (45). The response to radiation on the other hand was impaired for
the two study lines with two different heterozygous mutations (45).

Clinical studies on breast cancer patients have disclosed that an increased
p53 protein expression or mutant p53 seem to be associated with an improved
effect by adjuvant postoperative radiotherapy (12,15). The latter clinical find-
ings are partly supported by radiotherapy studies on lymphoblastoid human
cell lines (46). In this study radiation was capable of inducing apoptosis at an
equivalent frequency in both mutant and wild-type p53, but with delayed
kinetics (46).
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Missense mutation and positive immunohistochemistry for the p53 protein
have been demonstrated in resistant ovarian carcinomas treated by cisplatin-
based chemotherapy (47). This observation is essentially concordant with
another study on Bcl-2 and p53 demonstrating enhanced levels of Bcl-2 and/or
p53 during the progression of in vitro sensitivity of resistant cells (48). In
locally advanced and metastatic breast cancer, patients with specific p53 muta-
tions have been described to be associated with primary resistance to weekly
doxorubicin (49).

2. How to Examine the p53 Status

As previously indicated, p53 has several important regulatory cellular func-
tions. Abnormalities of p53 have been associated with worse prognosis and
dissimilar response to different oncological therapeutical modalities. Accord-
ingly, the following section will discuss the different methods used for detec-
tion of p53 abnormalities. These methods could be molecular biological
strategies focused on alteration of genomic DNA or RNA; alternatively, they
could be focused on the p53 protein expression, most commonly mirrored by
immunohistochemistry. From a theoretical point of view, protein analysis may
be the best choice, because the p53 protein is responsible for the function.
However, as will be discussed, this method has thus far proved to have some
shortcomings.

2.1. Protein Determination

2.1.2. Immunohistochemistry

Immunohistochemistry is a quick, relatively inexpensive, and potentially
suitable method for protein detection, including determination of the p53 pro-
tein. The different steps using the anti-p53 monoclonal antibody (mAb), pAb
1801, are outlined in Table 1. Normal cells have the capacity to normally
express the wild-type, normal p53 protein. The wild-type protein has a half-life
of 15–20 min (50) whereas the mutated p53 gene will give rise to a protein
with a half-life of 4–20 h (51–54). This prolonged half-life of the mutated pro-
tein is the basis for the immunohistochemical detection of mutant p53 protein,
which will be retained for a longer time in the cell. Immunohistochemistry has
the capacity to reveal the p53 localization on the cellular and subcellular level,
which is an advantage. This may give important insight into the questions of
antigen distribution and heterogeneity among the cancer cells, and to disclose
the expression in tumor cells vs the normal surrounding stroma. For these rea-
sons, immunohistochemistry has been the method of choice for many laborato-
ries for p53 determinations (Table 1). Recently, flow cytometry has been
described as “a more sensitive and objective” method for the evaluation of the
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p53 status compared with immunohistochemistry (55). However, this conclu-
sion was only on 23 bladder carcinoma samples. More importantly, flow
cytometry as compared to immunohistochemistry lacks the morphological
confirmation of the measured cells, i.e., p53 expression in normal cells will
not be discriminated from the expression in cancer cells by the use of flow
cytometry.

A wide range of different antibodies have been used for immunohistochemi-
cal detection of mutant p53 protein. These different p53 antibodies recognize
different epitopes and the majority of the antibodies are unable to discriminate
between mutant p53 protein and the wild-type protein. However, that may not
be a problem owing to the described discrepancy in half-life between the vari-
ants of p53, wild-type, and mutant proteins.

Table 1
Immunohistochemical Procedure for the Monoclonal Antibody pAb 1801

1. Fixation of the biopsy in buffered formalin; fixative penetration time is approxi-
mately 1 mm/h. Alternatively, fixed frozen sections from frozen tumors can be used.

2. Make 5-µm histological sections.
3. Deparaffinize according to standard protocols (not valid for frozen sections).
4. Block endogenous peroxidase (50 mL PBS + 0.5 mL 30% H202, for 10 min).
5. Wash 3 × 5 min in PBS.
6. Antigen retrieval in microwave oven; Wash for 5 min in distilled water, put the

slides in cyvetts containing 0.01 M citrate buffer at pH 6.0, run three times at
850 W for 3 min × 5. Let the slides cool for 20 min.

7. Wash 3 times in PBS, 3 × 5 min.
8. Block unspecific antigens in 2% BSA for 20 min in a humid chamber.
9. Add the primary antibody for pAb 1801 in the dilution 1/100 containing 2% bovine

serum albumin (BSA) for 30 min (Optimal antibody concentration has to be
determined on a section with a proven p53 mutation and positive immunohis-
tochemistry.)

10. Wash 3 times in PBS 5–10 min.
11. Secondary antibody: in this case, a biotinylated goat antimouse/rabbit antibody

diluted 1/200 in 1% BSA for 30 min.
12. Wash three times in PBS.
13. Add the streptavidin-avidin-biotin complex containing horseradish peroxidase

(DUET®; Dako, Glostrup, Denmark) diluted 1/200 in 1% BSA for 30 min.
14. Wash 3 × 5 to 10 min in PBS.
15. Develop in DAB (50 mL PBS + 1 mL 3,3 diaminobenzidine tetrahydrochloride

[DAB] + 8 µL H202) for 5 min.
16. Wash in PBS for 5 min.
17. Counterstain with Mayer’s hematoxylin for 1 min, tap water for 10 min “to blue it.”
18. Dehydration—mount.
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A marked degree of variability in the immunohistochemical results has been
demonstrated in different breast cancer studies (56–58). The degree of positiv-
ity varied from 15.5–54% in 14 breast cancer studies (57). The number of
immunohistochemically positive cells varied from 29–54% with four different
p53 antibodies (59). Dissimilar fixation procedures and different paraffin tem-
perature may provide explanation for the partly different immunohistochemi-
cal results (60). The importance of these issues have been underlined in a pilot
study on 22 breast cancer biopsies using the mAb pAb 1801 for p53 determina-
tion. Formalin was compared with Bouins fixative, with no difference in the
results obtained (37,60). However, the fixation time was of importance. Six h
formalin fixation was compared with 24 h fixation. Fifteen of 22 samples fixed
for 24 h completely lost their immunoreactivity. Interestingly, microwave treat-
ment retrieved the p53 antigen in all cases but one (60).

Two hundred and forty-five breast cancer patients were investigated in a
comparative study using the p53 antibodies pAb 1801, p53-BP-12, DO7, and
CM1. These authors concluded that pAb 1801 and DO7 gave the best antigen
localization after microwave antigen retrieval (61). Furthermore, these authors
concluded that pAb 1801 gave the best prognostic information. In another com-
parative study, six p53 antibodies (Bp53-12, pAb 1801, DO7, pAb240, CM1,
and Signet) were investigated on a paraffin-embedded colo-rectal carcinoma
material (62). These authors claimed that using a “target unmasking fluid”
resulted in the p53 antibody DO7 as best, with sensitivity and specificity of
57% and 90%, respectively. Furthermore, 33 human lung cancer cell lines, 17
small cell, and 16 nonsmall cell with p53 mutations were investigated for the
immunohistochemical expression using two different antibodies, pAb 421 and
pAb 1801, compared with p53 sequencing data (63). Eight and 12 of the lung
cancer cell lines were negative using the antibodies pAb 1801 and pAb 421,
respectively (63). The negative immunohistochemistry was mainly seen in cell
lines with deletions, nonsense, and splicing mutations (63). On the other hand,
missense mutations localized to exons 5–8 were almost always identified with
the immunohistochemical technique (63). In support of these findings, 54 oper-
ated primary nonsmall lung carcinomas were investigated for their p53 status
(64). One of 8 p53 nonsense mutation were detectable with the mAbs BP53-12
and DO7, whereas the missense mutations were detected in 15 of 17 cases,
supporting the findings from the cell line study (64). Similar results were
obtained by the authors in a study comparing the immunohistochemical p53
protein expression with cDNA-based sequencing of the p53 gene on more than
300 primary breast cancer biopsies (65). Forty out of 45 point mutations
were identified with immunohistochemistry, whereas only 2 out of 13 deletions,
2 out of 3 insertions, and no one of the 6 stop codons were identified with the
mAb pAb 1801 compared with eDNA sequencing (Table 2). Furthermore,
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patients with positive immunohistochemistry but wild-type p53 according to
cDNA-based sequencing had a trend for improved survival, which was statisti-
cally significant in the relapse-free survival analysis compared with the group
of patients who had tumors that were positive with both techniques (65). Simi-
lar data have been presented by another research group (66). This finding may
be owing to the fact that pAb 1801 detected enhanced wild-type p53 protein
levels, which may be associated with a better prognosis owing to an increased
normal p53 function.

In conclusion immunohistochemistry is a quick method for p53 determina-
tion. This seems to be very suitable for detection of the majority of point muta-
tions, whereas deletions and stop codons to a large extent will be missed. The
pros and cons have been discussed recently elsewhere and sequencing was still
considered to be the gold standard (67).

2.2.2. Luminometric Immunoassay (LIA) for p53 Protein Determination

The p53 protein can also been measured by other methods. The LIA
method is intended for measurement of the p53 protein in tumor cytosols
normally prepared for the routine biochemical measurement of the oestrogen
and progesteron receptor status. The LIA method has been demonstrated to
be useful and to give prognostic information in a breast cancer material (34).
The principal laboratory steps are outlined in Table 3. The LIA measurement
of the p53 protein has been compared with immunohistochemical expression
and cDNA-based sequencing on more than 200 primary breast cancers
(Norberg et al., unpublished data). In brief, the LIA technique seems to have
the same principal limitations as the immunohistochemical determination,
and the sensitivity and specificity is no better than with immunohistochemi-
cal determination.

Table 2
Comparison Between Immunohistochemical Detection of p53
Using the Monoclonal Antibody pAb 1801 with Sequencing of cDNA

Deletions Insertions

Point Out of Out of
Mutations In frame frame In frame frame Stops Total

IHCa + 40 2 0 1 1 0 44
IHC –   5 3 8 0 1 6 23
Unknown   0 0 0 0 1 1   2
Total 45 5 8 1 3 7 69

aAdapted from ref. 65.
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2.2.3. p53 Antibodies in Patient Sera

Serum p53 auto-antibodies have been reported from patients with breast,
colon, head and neck, liver, lung, ovarian, and pancreatic carcinoma, as well as
in Burkitt’s lymphoma, myclodysplastic syndromes, and acute myeloid leu-
kemia (7,68–83). The auto-antibodies in the patient sera have been ana-
lyzed with different techniques, such as enzyme-linked immunosorbent
assay (ELISA), immunoprecipitation and Western blot. In lung cancer, 8%
to 30% of the patients have been described to have p53 auto-antibodies,
whereas the corresponding figure for breast cancer patients has been in the
range 5–15%. A general comment is that the presence of auto-antibodies
seems to be considerably lower compared with described mutation frequen-
cies/enhanced protein levels in the corresponding primary cancers. The
mechanism for the immune response to p53 has been indicated by the
involvement of the 70-kDa heat-shock protein in the antigenic presentation
of protein from the p53 tumor suppressor gene (72). The potential relevance
of these p53 auto-antibodies is not known. However, some authors have
indicated the potential that serum p53 antibodies may serve as an early
marker for lung cancer (75). This has to be interpreted with some caution
owing to the minimal patient number in their study (75). Furthermore,
patients with circulating p53 auto-antibodies with loco-regional breast can-
cer have been claimed to have statistically significantly shorter overall sur-
vival, not to be confirmed in the relapse-free survival figures (77). In
accordance with this, patients with primary head and neck cancer with squa-
mous-cell carcinoma morphology had a significantly increased risk of
relapse and shortened survival if they had serum p53 auto-antibodies (69).

Table 3
Luminometric Immunoassay (LIA) for p53 Protein Determination

1. Add 10 µL of either the cytosol or a standard sample (containing a defined amount
of p53 protein), mix with 100 µL of the tracer (ABEI—conjugated p53 mono-
clonal antibody DO1), to a precoated (p53 pAb 1801) test tube.

2. Incubate 16–22 h at room temperature.
3. Wash three times with 2 mL of 0.15 M NaCI.
4. Measure the chemoluminescence with the LIA-mat starter service kit (Byk-

Sangtec Diagnostica, Dietzenbach, Germany) as integrals for a periods of 5 s in a
luminometer.

5. Measure the total protein content separately, for example using the BIO-RAD
Protein assay system.

6. Correlate the p53 LIA protein value to the total protein value.
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Thus, one may conclude that a variable proportion of patients with p53
abnormalities in their cancers also have a humoral response that can be
detected in serum. The possible clinical relevance and use of this method
for early detection is still to be proven.

2.2. Molecular Biological Techniques

2.2.1. Screening for p53 Mutations

Various techniques have been described to screen for mutations. The inter-
est in this area is motivated by the fact that the present sequencing techniques
are technically complicated, expensive, and time-consuming to run. The aim in
this area is to establish additional rapid and readily available screening tech-
niques coupled with confirmatory methods. The following screening methods
could be considered for p53 detection: RNase protection assays (84), loss of
heterozygosity (LOH), single-strand conformational polymorphism (SSCP),
denaturing gradient gel electrophoresis (DGGE) (85,86), constant denaturant
gel electrophoresis (CDGE) (87), dideoxy fingerprinting, and detection of base-
pair mismatch using hydroxylamine and osmium tetroxide (88). The RNase
protection assays and the osmium tetroxide method will not be described fur-
ther in this chapter (84,88).

An important comment relevant for all screening techniques is that they must
have high sensitivity in order to diminish the risk of false-negative samples
and high specificity to avoid false-positivity. Data on sensitivity and specific-
ity ideally should be presented for each method and when needed, information
on the potential clinical relevance should also be presented.

2.2.2. LOH

Approximately 60% of breast cancer samples have been demonstrated to
have LOH in the 17p13 region; 50% or less of the remaining alleles have a p53
mutation (89–91). The principle for the LOH analysis is to examine the poten-
tial difference between the paternal and the maternal allele for defined di-, tri-,
and tetra repeats for the region of interest, in this case 17p13. In the heterozy-
gous situation, the disappearance in the tumor of one allele compared with
normal tissue is a demonstration of LOH. For natural reasons, a homozygous
signal pattern, identical paternal and maternal alleles, will not be informative
with this technique. The LOH technique is of major interest for screening of
samples for multiple regions of interest.

2.2.3. SSCP

The use of polymerase chain reaction (PCR) in combination with SSCP is so
far the most common molecular biological screening technique for p53 muta-
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tions. Different temperatures must be used in combination with different glyc-
erol concentrations in order to optimize an eventual migration shift, and thus
increase the sensitivity of SSCP. The sensitivity of the SSCP has been pub-
lished as varying from 58–100% in samples with known p53 mutations (92,93).
The sensitivity seems to be higher for small segments compared with large
segments, and the low figure of 58% refers to a segment with the size of 307
base pairs (94). Accordingly, a negative SSCP result can not per se exclude a
mutation. We have performed a SSCP study and our results were in the lower
range of previously published data, and the inter-observer variability was
marked (Norberg et al., unpublished data). The principal requirement of optimi-
zation for each mutation may require a rather tedious procedure and thus one
may ask whether up-front sequencing sometimes may be more cost-effective.

2.2.4. CDGE

CDGE is intended for mutation screening and is a modification of the DGGE
method (85,87). The basic principal for both these methods is that the DNA
base-pair guanine-cytosine is kept together with three hydrogen bounds,
whereas adenine-thymidine is kept together only with two hydrogen bounds in
a semi-denaturating environment, thus giving different melting behavior of
the double-stranded DNA (dcDNA). This separation of the DNA strands can
be performed on a acrylamide gel containing a chemical denaturant of an
urea formamide gradient; 100% denaturation corresponds to 7 M urea and
40% formamide (87,95). The CDGE technique uses a predetermined optimal
urea-formamide concentration for optimal DNA strand separation to allow
screening of multiple samples for a given fragment.

In a comparative study on samples with p53 mutations, the CDGE technique
detected 15 of 17 abnormalities, whereas the corresponding value in this study
for SSCP was 18 of 20 samples (96). The CDGE technique has been described
to have a very high sensitivity in being able to detect 1% mutated cells in a cell
population (41).

2.2.5. Dideoxy Fingerprinting (ddF)

The dideoxy fingerprinting (ddF) is described by Sarkar et al. (92) to be a
“hybrid between dideoxy sequencing and SSCP.” The method is rapid, large
and small regions can be amplified and screened. In the initial publication,
Sarkar et al. detected 84 out of 84 known mutations. The frequency of false
positivity has been described to be low—in the order of 5% (92,97). The ddF
technique has been explored on 73 primary breast cancers (97). Sarkar et al.
claimed that this technique detected 100% of the gene mutations, but com-
pared with SSCP, ddF technique requires 50% more effort (97).
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2.2.6. Sequencing

The p53 gene consist of 11 exons. Large introns are located between exons
1 and 2 at 9 and 10. Furthermore, fairly large introns are located between exons
4 and 5, 10 and 11, followed by 6–7 and 7–8 (Fig. 1). Owing to the large
introns combined with the location of the mutations, most studies have been
focused on mutation analysis of exon 4/5–8. Thus, one should remember this
potential shortcoming when the p53 mutation frequency in relation to site is
discussed.

Sequencing of genomic DNA is recommended to include a microdissection
step, whereas the common solid tumors in many cases are characterized by a
marked tumor stroma surrounding the cancer cells (Table 4). The addition of
the microdissection is supported by the fact that 2 of 16 mutations were missed
in a small pilot experiment comparing cDNA sequencing with genomic DNA
from human breast cancer samples containing known mutations (97a). The
potential advantage in using genomic sequencing is, of course, that informa-
tion on the p53 status will be obtained from the introns, including the splice
regions (Tables 5 and 6). In a comparative study on 95 breast cancer samples,

Fig. 1. The tumor-suppressor gene p53:(TP53)-activation of the gene and down-
stream effects, with focus on cell-cycle regulation and apoptosis.
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one further mutation was detected using genomic sequencing (microdissected
material) vs cDNA not counting intron and splice-site mutations (97a). The
eventual functional implications of intron and splice-site mutations of the p53
gene so far is not known. Accordingly possible clinical implications are even
more far-fetched. Our findings indicate the possibility of enhanced RNA lev-
els, at least in breast cancers, which may be the explanation for the comparable
result using cDNA based sequencing with genomic sequencing on micro-
dissected material.

Table 4
DNA Preparation and Isolation from Paraffin Blocks

1. Make 16-µm histological sections.
2. Counter stain with methylene blue for morphological orientation.
3. Microdissection of the tumor cell nests, removal of the tumor stroma. After

microscopical confirmation, the surrounding normal tissue may be taken for
control.

4. Add the microdissected material to 50 µL 1X TE (10 mM Tris HCl, pH 7.5, 1 mM
EDTA), can be frozen.

5. Add 150 µL of 1.33X sample buffer (63 mM Tris HCl, pH 8.4, 133 mM EDTA,
133 mM NaCl, 1.33% sodium dodecyl sulfate [SDS]) and 7 µL Proteinase K
(20 mg/mL).

6. Incubate overnight at 55°C.
7. Add two wax pellets.
8. Add 200 µL Phenol and 400 µL Chloroform.
9. Mix by tilting the tubes for 20 min in a “blood cradle;” check the covers.

10. Short centrifugation; 10,000g for approx 1–3 s.
11. Incubate for 5 min at 65°C to allow the wax to melt.
12. Centrifuge 10,000g for 10 s.
13. Place on wet ice until the wax has solidified.
14. Pour out the DNA phase. Should be on top of the solidified wax/chloroform/

phenol phase, to 1.5 mL Eppendorf tubes.
15. Add 500 µL of 99.5% ethanol (+4°C); tilt the tubes.
16. Centrifuge at 14,000g for 3 min.
17. Pour away the ethanol.
18. Add 500 µL of 70% ethanol.
19. Centrifuge at 14,000g for 1 min.
20. Remove the ethanol by a pipet.
21. Let airdry in a sterile hood.
22. Dissolve in 50 µL TE-buffer (10 mM Tris-HCl, 1 mM EDTA) overnight at 4°C.
23. Heat the samples at 90 C for a few minutes; be careful with the covers.
24. Store in fridge or in a freezer depending on time until use.
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Table 5
RNA Preparation and Isolation

1. Frozen tumor; sample size approximately 5 × 2 × 2 mm; remove in frozen condi-
tion. Remember to wear gloves for prevention of RNA degradation. Perform the
dissection with a disposable scalpel in a sterile Petri dish on dry ice to avoid
thawing.

2. Add the tumor section to a 1.5-mL polypropylene microcentrifuge tube contain-
ing 300 µL of extraction solution (RNAzole, Cinna Biotec, Houston, TX) on wet ice.

3. Grind the tissue using a disposable micropestle.
4. Add 300 µL of RNAzole and 400 µL of a mixture of chloroform and isoamyl

alcohol (24:1) to the tube.
5. Mix for 10 s on a vortex mixer.
6. Return to wet ice for 10 min to allow the RNA to phase-separate from tissue and

other cellular components.
7. Spin on a microcentrifuge for 10 min at 14,000g.
8. Remove 350 µL of the upper phase and transfer to a new tube containing 400 µL

isopropanol.
9. Brief vortex mixing of the new tube on wet ice for 30 min.

10. Microcentrifuge at 14,000g for 20 min.
11. Discard the supernatant.
12. Wash the pelleted RNA twice with 70% ethanol.
13. Dry briefly.
14. Dissolve in 100 µL diethyl pyrocarbonate-(DEPC)-treated water and 1 µL of RNA

guard (25U, Pharmacia Biotech, Uppsala, Sweden).

Table 6
cDNA Synthesis

1. Heat the RNA at 90°C for 3 min for denaturation.
2. Chill on wet ice for 3 min.
3. 25 µL RNA transferred to a microcentrifuge containing 10 µL of Moloney

murine leukaemia virus (MMLV) reverse transcriptase (200 U; Pharmacia
Biotech), 2.5 µL RNA guard 62,5 U, 37.5 µL of 2 × “cDNA mix” (90 mM
Tris-HCI, pH 8.3, 138 mM KCl, 18 mM MgCl2, 30 mM dithiothreitol [DTT],
3.6 mM deoxycytidine triphosphate [dCTP], 3.6 mM deoxyadenosine triph-
osphate [dATP], 3.6 mM deoxythymidine triphosphate [dTTP], 3.6 mM
deoxyinosine triphosphate [dITP], 0.9 mM deoxyguanosine triphosphate
[dGTP], and 0.152 A260 U of pd[N]6 random primers [approximately 2.5 pmol
of primers]), final volume of 75 µL.

4. Incubate at 37°C for 1 h.
5. Heat denaturate at 90°C for 3 min.
6. Store at –20°C.
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The most important advantage with genomic-based sequencing is that par-
affin-embedded samples can be analyzed. This means that it should be possible
to analyze the large histopathological archives at pathology departments with
reference to DNA alterations.

2.2.7. Investigational Molecular-Biology Techniques
Minisequencing may be used for detection of a single base-pair mutation in

a predefined region. The ship technology is utilizing multiple primers simulta-
neously. Furthermore, attempts are done using the endonuclease enzymes for
detection of mismatch cleavage. These techniques may be used for rapid
screening of mutations in the future.

3. Conclusions
p53 is an important gene responsible for key cellular functions like apoptosis

and cell-cycle control. Mutated p53 or more commonly enhanced p53 protein
levels have been described to be associated with worse prognosis for many
human malignancies. This may partly be owing to the fact that the effect by
cytostatics, radiation, and tamoxifen seem to be closely linked to the p53 status
in a complex fashion. Certain sites of the p53 gene seem to more essential
for some of the p53 functions. The p53 status can be monitored either by pro-
tein determination or with molecular-biology methods. Methods for p53 muta-
tion determination should have information on sensitivity specificity. The
protein methods may miss a high proportion of stop codons and deletions, and
detect enhanced protein levels from the wild-type p53. Molecular-biology
screening methods may be useful, but today the degree of sensitivity and speci-
ficity for p53 mutation detection seems to be variable. Sequenced-based diag-
nosis is tedious, but probably the most accurate method for evaluation of the
p53 status. Ideally, this should be coupled to functional p53 protein analysis
and relevant clinical end-points like relapse-free-and overall survival.
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Bcl-2 Family Immunohistochemistry

Lloyd R. Kelland and Philip J. Beale

1. Introduction
In recent years, immunohistochemistry as applied to the Bcl-2 family of

proteins has represented a burgeoning area of interest to cancer researchers.
The majority of studies have focused on the original member Bcl-2, first iden-
tified via its involvement in the common t(14;18) chromosomal translocation
in B-cell lymphomas (1). However, since this discovery, preclinical and clini-
cal interest in Bcl-2 has dramatically increased owing to (a) its recognition as
the first of a new class of oncogene able to prolong survival by inhibiting pro-
grammed cell death (apoptosis) and (b) the discovery of many additional related
genes/proteins some of which, like Bcl-2, inhibit apoptosis, whereas others,
such as Bax, conversely promote cell death (2) (Table 1).

To date, immunohistochemistry as applied to Bcl-2 family proteins has con-
centrated mainly on Bcl-2 (e.g., 3–5) and Bax (6–8), principally because of the
lack of commercial availability of high-quality specific antibodies to many of the
more recently discovered members. However, as antibodies become available to
Mcl-1, Bcl-X, Bak, Bad, Bik, Bcl-w, Bag-1, (as described by Krajewski and
colleagues 9–13), then the methodologies described here may also be applied.

Immunohistochemistry is highly specific, relatively sensitive, quick, and
relies on the specific binding of an antibody to the antigen in the tissue. The
reaction is localized with respect to cell structure by attaching a microscopi-
cally dense marker to the antigen-antibody complex. The antigen, antibody,
and microscopically dense probe are linked together by successive incubations.
The technique may be applied to cytospin preparations of living cells (tumor
continuous cell lines, ascites, peripheral blood), cryostat/frozen sections, or
formalin- or alcohol-fixed paraffin-embedded pathological tissue sections (14).
Because formalin fixation may mask some tissue antigens, the use of the
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nonenzymatic microwave oven or oven-based antigen-retrieval methods for paraf-
fin sections (15–18) has been particularly useful in conjunction with the most
widely available and used anti-Bcl-2 (mouse monoclonal ab-124, Dako, Santa Bar-
bara, CA) and anti-Bax (rabbit polyclonal N20, Santa Cruz Biotechnology, Santa
Cruz, CA) antibodies. Following sample preparation and incubation with a pri-
mary antibody (which may be monoclonal or polyclonal), microscopic visualiza-
tion is achieved through secondary signal-amplification processing by a variety of
methods; e.g., biotinylated secondary antibody with avidin-(streptavadin)-biotin
and horseradish peroxidase (ABC) (19) or alkaline-phosphatase-antialkaline-phos-
phatase (APAAP) (20). Agents such as hydrogen peroxide with 3,3'-diamino-
benzidine tetrahydrochloride (DAB) are then used as chromogens with peroxidase
to convert the product into a brown insoluble end-product. Counterstains such as
hematoxylin or methyl green may also be applied at this stage.

Validation of the result is essential and is achieved through the use of posi-
tive and negative controls to assess the method (e.g., labeling with an alterna-
tive antibody, using a known positive system as positive controls and
determining nonspecific binding as a negative control).

2. Materials
2.1. Sample Preparation

1. Trypsin/ethylenediaminetetraacetic acid (EDTA) sterile solution: 0.05% Trypsin,
0.02% EDTA (Gibco-BRL, Paisley, Scotland).

2. Phosphate-buffered saline (PBS): 120 mM sodium chloride, 11.5 mM Sodium dihydro-
gen orthophosphate, 31.3 mM potassium dihydrogen orthophosphate, pH 7.4–7.6.

3. Formalin-buffered saline (BDH Laboratory Supplies, Poole, UK), or use 10%
formaldehyde (BDH) in PBS.

4. 3-Aminopropyltriethoxysilane (APES)-coated slides for cell pellets (Sigma
Chemical Co., St. Louis, MO).

5. APES (Sigma): Working solution of 2–5% APES in acetone (300 mL acetone,
6–15 mL APES). Handle with extreme caution.

Table 1
Bcl-2 Family Members

Pro-apoptotic Anti-apoptotic

Bax Bcl-2
Bcl-Xs Bcl-Xl

Bak Bcl-w
Bad Bfl-1
Bid Brag-1
Bik Mcl-1
Hrk A1
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2.2. Antigen-Retrieval from Paraffin-Fixed Sections

1. Xylene (low in sulphur) (BDH).
2. Absolute ethanol (BDH).
3. 2% v/v hydrogen peroxide in methanol (BDH).
4. Citric-acid buffer, pH 6.0: 10.5g citric acid (BDH), 130 mL 1 N sodium hydrox-

ide, 5 L distilled water. Dissolve citric acid in water, add sodium hydroxide, and
mix well.

5. Standard microwave oven (950 W).
6. Hydrophobic marker pen (e.g., Dako Corp., Carpinteria, CA).

2.3. Sample Staining

Use, for example, Vectastain® ABC method (Vector Laboratories, Burlingame,
CA), or CSA Dakor (catalyzed signal amplification system for mouse primary
antibodies); Dako and APAAP mouse or rat primary antibody kits (Dako).

1. Preblocking buffer: 10–20% normal serum or bovine serum albumin (BSA,
Sigma) in PBS.

2. Primary BCL-2 family antibody (Table 2).

Table 2
Availability of Human Reactive Bcl-2
Family Antibodies for Immunohistochemistry

Antibody Species Clonality Sourcea

Bcl-2 Mouse Monoclonal Dako, Pharmingen, Oncogene
Research Products,
Santa Cruz Biotechnology

Bax Rabbit Polyclonal Oncogene Research Products,
Pharmingen,
Santa Cruz Biotechnology

Bak Mouse Monoclonal Oncogene Research Products
Bak Goat Polyclonal Santa Cruz Biotechnology
Bcl-xS/L Rabbit Polyclonal Oncogene Research Products
Bcl-xL Goat Polyclonal Santa Cruz Biotechnology
Bcl-xS Rabbit Polyclonal Oncogene Research Products
Mcl-1 Rabbit Polyclonal Pharmingen,

Santa Cruz Biotechnology
A1 Goat Polyclonal Santa Cruz Biotechnology
Bcl-w Goat Polyclonal Santa Cruz Biotechnology
NBK (Bik) Goat Polyclonal Santa Cruz Biotechnology
Bfl-1 Goat Polyclonal Santa Cruz Biotechnology

aDako (Santa Barbara, CA), Pharmingen (San Diego, CA), Oncogene Research Products
(Cambridge, MA), Santa Cruz Biotechnology (Santa Cruz, CA).
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3. PBST (PBS plus 0.1% Polyoxyethylene sorbitan monolaurate (Tween 20; Sigma).
4. Secondary biotinylated goat anti- (mouse or rabbit) antibody (Vector).
5. Streptavidin-biotin-peroxidase complex (Dako).
6. APAAP (Dako).
7. DAB (BDH, or within kits Vector or Dako) in 0.8% v/v hydrogen peroxide.

DAB is a potential carcinogen. Wear rubber gloves, handle with care, do not
expose to strong light.

8. Mayers haematoxylin 0.1% (Sigma Diagnostics, Poole, Dorset, UK).
9. Depex-Polystyrene dissolved in xylene (DPX) mountant for microscopy (with

xylene); (BDH).
10. 20% acetic acid (AnalaR grade; BDH).

3. Methods
3.1. Sample Preparation

3.1.1. Fixing of Continuous Cell Lines

1. Harvest approximately 5 × 108 cells by incubation for 5–10 min at 37°C in trypsin/
EDTA solution.

2. Wash twice in ice-cold PBS by centrifugation (spin at 100g, 5 min).
3. Incubate overnight in fridge in formalin-buffered saline or PBS containing 10%

v/v formalin.
4. Section and embed in paraffin on APES-coated slides.

3.1.2. Cytospin Preparations

1. Harvest cells as previously noted.
2. Prepare single cell suspension and apply to frosted slides.
3. Air-dry and fix for 2 min with acetone:methanol (1:1).
4. APES-coated slides for cell pellets.
5. Fill racks with clean slides and place in 3% APES solution in acetone for 5 min.
6. Remove and place in running tap water; rinse for 1 min.
7. Place in oven at 60°C to dry completely before storing in slide boxes.

3.1.3. Antigen Retrieval from Fixed, Paraffin-Embedded Sections
(see Note 1)

1. De-wax sections in fresh xylene for 1 min. Repeat with two further 1-min washes
in fresh xylene.

2. Wash three times for 1 min in three lots of fresh absolute ethanol.
3. Air-dry and mark each slide with a hydrophobic pen.
4. Place slides in running tap water for 2 min.
5. Pre-heat 600 mL of citric-acid buffer, pH 6.0, in a ventilated, covered plastic

bucket in a microwave for 5 min on full power.
6. Place sections widely spaced apart in a plastic rack (to help reduce uneven anti-

gen retrieval owing to bubbles of solution breaking between slides) and place in
hot buffer in the microwave.
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7. Incubate sections for 10 min on full power (see Note 2).
8. Remove bucket from microwave and allow sections to stand for a further 10 min

in the hot buffer. Use extreme caution when removing lid from bucket of hot
buffer; always wear gloves because steam and buffer are very hot.

9. Rinse in fresh tap water for 2 min.

3.1.4. Prestaining

1. Incubate sections in 2% hydrogen peroxide in methanol for 5 min to quench
endogenous peroxidase activity.

2. Rinse in fresh running tap water for 5 min.
3. Place in humid chamber and preblock sections in PBS containing 10–20% serum

or BSA for 5 min. Usually the serum will be the same as the species in which the
secondary biotinylated antibody has been raised.

4. Tip off excess serum, but do not wash.

3.2. Sample Staining (see Notes 3 and 4)

3.2.1. ABC Method

1. Incubate in primary antibody diluted in PBS for 1 h.
2. Wash three times in PBST (0.1% Tween).
3. Incubate with biotinylated secondary (anti-mouse or rabbit as appropriate diluted

1:200) antibody for 1 h.
4. Prepare the streptavidin-biotin complex at least 30 min prior to use.
5. Incubate in ABC reagent containing horseradish peroxidase for 45 min.
6. Wash three times in PBS.
7. Optional step is to amplify the signal with a biotinylated phenolic compound

(e.g., biotinyl tyramide) for 15 min followed by a PBST wash. Biotinyl tyramide
is included as part of the CSA Dako kit, although our experience with the Bcl-2
family of proteins has shown that this step is not necessary.

8. Expose to DAB/hydrogen peroxide for 5 min. (This solution should be used
within 8 h of preparation.)

9. Rinse in tap water.
10. Counter stain with hematoxylin for 5 min.
11. Wash sections in tap water for 2 min.
12. Mount in DPX.
13. Stain positive cells brown and negative cells blue.

3.2.2. APAAP Staining

1. Specimens need to be blocked for 1 min in 20% glacial acetic acid prior to stain-
ing to quench endogenous alkaline-phosphatase activity.

2. After incubation with primary antibody and washes, a secondary antibody to the
primary antibody species is applied for 1 h followed by PBST washes.

3. APAAP complex is then incubated for 30 min followed by PBST washes.
4. 10–20 Min alkaline-phosphatase substrate, PBST wash, tap-water wash.
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5. Counterstain with hematoxylin.
6. Mount in DPX.
7. Positive staining is red.

4. Notes
1. A common drawback of epitope-retrieval methods to unmask antigens in fixed

paraffin-embedded sections (either microwave irradiation or enzyme digestion)
is that overtreatment may result in damage to the morphology and occasional loss
of tissues, whereas undertreatment may produce false-negative results. Thus a
series of tests to optimize antigen retrieval should be performed along with estab-
lishing positive and negative controls.

2. Only plastic or glass items should be used in the microwave; beware that some
plastics may also melt. Because of the high temperatures and times used, evapo-
ration of solutions can be a problem; use large quantities of citric acid buffer so
that slides never dry out. A plastic specimen bucket with holes pierced in the lid
is ideal.

3. Absent or weak staining may be owing to a number of causes. Problems with the
substrate may be owing to deionized water, which can inhibit the peroxidase reac-
tion. This can be overcome by using glass-distilled water for the preparation of the
substrate solution. The primary antibody may be inactive owing to potency lost over
time, harsh treatment by freeze/thawing, or incorrect pH of the diluent which should
be between 7.0–8.2. Inappropriately high dilutions of the biotinylated secondary anti-
body can result in diminished staining (optimal dilutions are 1:200–1:500). Sodium
azide in the buffers will inhibit the peroxidase reaction,

4. Inappropriate staining: excess endogenous peroxidase may be blocked by increas-
ing the incubation time with the hydrogen peroxide. Endogenous protein-bound
biotin/lectins/ionic interactions can be eliminated by using an avidin/biotin block
and/or adding 0.2 M alpha-methyl mannoside (Sigma) to the ABC diluent or
making up the ABC reagent in 0.5 M NaCl. Impure grades of BSA may cause
nonspecific reactions of ABC with tissue; use crystalline grade only. Cross-reac-
tivity between the biotinylated secondary antibody and endogenous immunoglo-
bulins can be overcome by adding 2% normal serum from the tissue species to
the biotinylated secondary antibody. Paraffin may have been incompletely
removed (use fresh xylene), slides not rinsed properly, or the sections dried out
during the procedure.

These points re-emphasize the importance of including appropriate controls
with this technique; e.g., a positive control specimen and a negative control
specimen to determine nonspecific binding.
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Genetic Analysis of Drug Resistance
by Fluorescence In Situ Hybridization
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1. Introduction
Tumor progression is driven by the accumulation of genetic changes, which,

in aggregate, confer the malignant phenotype (1). Thus, tumor development
proceeds via clonal divergence with selection for cells with, for example, a pro-
liferative advantage, metastatic potential, or drug resistance phenotype (2–5).
Although Southern blotting and polymorphic microsatellite markers are invalu-
able in providing information about the genetic alterations that underlie the
development of solid tumors, the spatial relationships between tumor cells are
destroyed during tissue processing (6–8). This leads to a loss of information on
genetic heterogeneity and small subpopulations and presents an averaging of
the genetic changes. Conventional karyotyping would determine both numeri-
cal and structural chromosome anomalies, but is largely impractical for the
study of solid tumors, owing to the necessity for cell culture to produce
metaphase spreads. Fluorescence in situ hybridization (FISH) is a powerful
method for the analysis of genetic change in solid tumors (7,9–12). In particu-
lar, it allows the visualization of the genetic makeup of individual cells within
their histological context (7). In general, FISH uses chromosome and region
specific probes to assess rapidly copy number and rearrangements of chromo-
somes and genes. The genetically abnormal cells are detected by their aberrant
hybridization pattern in the interphase nuclei. Thus, this method of analysis is
generally termed “interphase cytogenetics” (9,10,12). FISH has been used suc-
cessfully to study a number of genes implicated in drug resistance; the follow-
ing references can provide some indication of the tremendous potential for
clinical and model system analysis (6,10,11,13–23).
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FISH can be carried out on both frozen sections and sections of formalin-
fixed paraffin-embedded material. There is, therefore, the potential to investi-
gate routinely processed pathology specimens. In our experience, frozen
sections offer the optimal sensitivity, but retention of good morphology is dif-
ficult (21,22). Paraffin sections consistently show good morphology but poorer
sensitivity (7,10,22). Thus, the use of paraffin sections is limited largely to the
detection of amplified genes, or repetitive sequences such as chromosome-spe-
cific centromere sequences (7,10,22). Cell lines are ideally suited to molecular
cytogenetic analysis, because chromosomes arrested at metaphase can be pre-
pared and analyzed with high sensitivity (6,13,14,16,18–20). The key steps
performed in obtaining high-quality, high-efficiency, quantifiable hybridiza-
tions require a balance between the often antagonistic manipulations that reveal
the target sequences, yet retain tissue morphology. These include initial tissue
fixation, target sequence unmasking with protease followed by re-fixation,
and target sequence denaturation. The major steps involved in FISH are shown
in Fig. 1.

2. Materials (see Note 2)

2.1. General Materials (see Note 4)

1. ANTIFADE + PI +DAPI: Add to antifade (Vector Labs, Burlingame, CA) solu-
tion, 0.3 µg/mL Propidium iodide (PI) 0.1 µg/mL 4',6-diamidine-2'-phenylindole
dihydrochloride (DAPI).

Fig. 1. Overview of FISH.
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2. 10% Block: Made up block (Boehringer Mannheim, Darmstadt, Mannheim, Germany)
in maleic acid buffer; 100 mM maleic acid; 150 mM NaCl, pH 7.5, and autoclave.

3. SSC (1X): 0.15 M NaCl, 0.015 M sodium citrate, pH 7.0.
4. SSC-T (4X): 4X SSC, 0.05% Tween 20.
5. SSC-TB (4X): 4X SSC-T, 0.5% Boehringer block solution.
6. RNase Stock: 10 mg/mL in H2O. Aliquot and keep at –20°C.
7. Pepsin: 10% in H2O. Aliquot and keep at –20°C.
8. Methanol/acetic acid (3:1): 75 mL methanol, 25 mL acetic acid. Make fresh just

before use.
9. 50% Formamide hybridization mix: For single-copy probes (e.g., cosmids), 2X SSC,

500 µg/mL salmon sperm DNA (SSDNA), 10% dextran sulphate, 50% formamide.
10. 70% Formamide hybridization mix: For repeat sequence probes (e.g., centromeric

probes), 2X SSC, 500 ug/mL SSDNA, 10% dextran sulphate, 70% formamide.

2.2. Chromosome Preparation Materials
1. Chromosome medium 1A (Gibco/BRL; Gaithersburg, MD).
2. 5 mL of whole blood, collected in heparinized tube.
3. Hanks’ Balanced Salt Solution (HBSS).
4. Thymidine (Sigma Chemical Co., St. Louis, MO): stock concentration at 6 mg/mL,

(use at final concentration of 0.35 mg/mL). Make in water, filter, and keep at –20°C.
5. Bromodeoxyuridine (Sigma): stock of 3 mg/mL, (use at final concentration of

0.03 mg/mL). Make in water, filter, and store –20°C.
6. Colcemid (Gibco/BRL): 10 ug/mL = 100X stock, 50 mL/tube containing 5 mL

chromosome medium, final concentration of colcemid is 0.1 ug/mL).
7. Hypotonic solution: 0.075 M potassium chloride.

2.3. Probe Labeling and Dot-Blot Reagents and Solutions
(see Notes 3, 4, and 5)

1. Streptavidin-alkaline phosphatase (AP) conjugate (Gibco-BRL).
2. Digoxigenin (Dig) Detection Kit (Boehringer-Mannheim), containing anti-Dig

AP conjugate, X-phosphate, and 4-nitro blue tetrazolium chloride (NBT).
3. To NBT powder add 910 µL dimethylformamide (DMF) + 390 µL water (70%

DMF solution).
4. Buffer A: 0.1 M Tris, pH 7.5, 1X SSC.
5. Buffer B: 0.1 M Tris, pH 7.5, 1X SSC, 3% BSA.
6. Buffer C: 0.1 M Tris, pH 9.5, 1X SSC, 50 mM MgCl2.
7. STOP Buffer: 0.01 M Tris, pH 7.5, 1 mM (EDTA).

3. Methods (see Note 1)
3.1. Chromosome Preparation from Lymphocytes
Using Bromodeoxyuridine and Thymidine

1. Add 200 µL whole blood to 5 mL chromosome medium.
2. Incubate for 72 h, mixing every day at 37°C in 5% CO2.
3. Add 294 µL of 6 mg/mL Thymidine and incubate at 37°C for 15–17 h in 5% CO2.
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4. Wash 3 times in HBSS; centrifuge at 1.5K for 7 min for each wash. Resuspend in
5 mL fresh chromosome medium containing 50 µL of 3 mg/mL BrdU.

5. Incubate for 7–8 h at 37°C in 5% CO2 in the dark.
6. Add 50 µL colcemid per tube and incubate 1–3 h.
7. Spin at 500g for 5 min.
8. Remove supernatant, and resuspend in 10 mL of Hypotonic solution.
9. Incubate at 37°C for 10–15 min.

10. Add 2–3 mL of methanol/acetic acid (3:1).
11. Centrifuge at 500g for 5 min.
12. Remove supernatant. Resuspend in 10 mL methanol/acetic acid.
13. Leave at room temperature for 10–15 min.
14. Repeat steps 12–14 at least three times.
15. Finally, spin at 500g for 5 min and resuspend in a small volume (3–5 mL) of

methanol/acetic acid , and store at –20°C.

3.2. Chromosome Preparation from Cell Lines
1. Add colcemid to each flask to 0.1 µg/mL final concentration.
2. Incubate at 37°C for 2–3 h.
3. Trypsinize cells as normal and transfer to a 50-mL falcon tube.
4. Spin at 500g for 5 min.
5. Remove supernatant, and resuspend in 10 mL of Hypotonic solution.
6. Incubate at 37°C for 10–15 min.
7. Add 2–3 mL of methanol/acetic acid (3:1).
8. Centrifuge at 500g for 5 min.
9. Remove supernatant. Resuspend in 10 mL methanol/acetic acid.

10. Leave at room temperature for 10–15 min.
11. Repeat steps 8 and 9 at least three times.
12. Finally spin at 500g for 5 min and resuspend in a small volume (3–5 mL) of

methanol/acetic acid , and store at –20°C.

3.3. Chromosome Preparation
1. Drop a volume of chromosome preparation on to a slide from a height and mark

an area of spreads on the slide using a diamond pen.
2. Fix for 1 h in methanol/acetic acid (3:1) at room temperature and air-dry.
3. Incubate for 1 h in 100 µg/mL RNase in 2X SSC at 37°C. Make from frozen

RNase stock.
4. Rinse 2X SSC.
5. Digest in pepsin, (0.01% in 10 mM HCl) solution for 10 min at 37°C. Make from

frozen pepsin stock.
6. Rinse in water.
7. Fix for 10 min in Streck Tissue Fixative (STF) at room temperature. Alterna-

tively use 1% formaldehyde, (add 4 mL of 37% formaldehyde to 146 mL phos-
phate-buffered saline (PBS), 50 mM MgCl2).

8. Dehydrate slides by passing through ethanol series, 70% ethanol for 2 min
(twice), 100% ethanol for 2 min (twice).
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3.4. Frozen Sections
3.4.1. Cutting and Storage of Sections

1. 5 mM-thick frozen sections from tissue blocks stored in liquid nitrogen are placed
on aminopropyltriethoxysilane (APES)-treated slides and air-dried.

2. Wrap each slide in parafilm to protect from condensation.
3. Tissue sections are stored at –20°C until use.

3.4.2. Preparation of Sections

1. Allow slides to come to room temperature (this takes a few minutes), and remove
parafilm.

2. Mark region of sample with diamond pen.
3. Rinse slides in PBS.
4. Add 100 µL of 10% pepsin stock to 50 mL of 10 mM HCl, and incubate slides in

this at 37°C for 5–20 min.
5. Rinse slides in five dip washes with water.
6. Post-fix in STF (Alpha Labs, Eastleigh, Hampshire, UK) for 10 min at room

temperature. Alternatively, use 1% formaldehyde (add 4 mL of 37% formalde-
hyde to 146 mL PBS, 50 mM MgCl2).

7. Dehydrate twice in ethanol for 2 min.
8. Air-dry.

3.5. Paraffin Sections
1. Five micron paraffin sections mounted on APES-treated slides (Sigma).
2. Heat slides overnight at 50–60°C.
3. Dewax (in fume hood); xylene, 10 min ×3; methanol, 5 min ×2.
4. Air-dry.
5. Pepsin digestion: (Note that the concentration and incubation times for the pep-

sin step are quite different from that for frozen sections and chromosomes). Pep-
sin in 0.2 N HCl (add 1 mL of 10% stock to 25 mL of 0.2 M HCl). Time variable,
15–60 min, (see Note 9). Refresh pepsin every 15 min.

6. Rinse five times in water.
7. Post-fix: STF: 10 min at room temperature. Alternatively, use 1% formaldehyde

(add 4 mL of 37% formaldehyde to 146 mL PBS, 50 mM MgCl2).
8. Dehydrate in 70% EtOH for 2 min, followed by 100% EtOH for 2 min.
9. Air-dry.

3.6. Target and Probe Denaturation (see Note 3)
3.6.1. Target Denaturation (see Note 9)

1. Warm 70% formamide (35 mL formamide, 15 mL 2X SSC) to temperature
required.

2. Immerse the slide with chromosomes in 70% formamide for time required.
Temperature and time are variable. Try: 75°C for 3 min; 75°C for 5 min; 80°C
for 3 min; and 80°C for 5 min.
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3. Carry out in fume hood and use plastic coplin jars.
2. Rinse in large volume (500 mL) 70% ethanol.
3. Dehydrate: 70% ethanol for 2 min, followed by 100% ethanol for 2 min.
4. Air-dry.

3.6.2. Probe Denaturation (see Note 3)

3.6.2.1. FOR SATELLITE PROBES

1. Heat probe (12–15 µL/slide) to 70°C–80°C for 5 min. Place on ice for 5 min.
2. Apply to slide, use 22 × 22 coverslip and seal edges with cow gum.
3. Incubate 37°C overnight (or 42°C, overnight).

3.6.2.2. FOR COSMID PROBES

1. Heat probe to 70°C for 5 min or to 80°C for 10 min.
2. Place probe at 37°C for 15–60 min to allow for suppression of repetitive

sequences in the probe by Cot1 DNA in hybridization mix.
3. Apply to slide (12–15 µL/slide) and seal with rubber cement.
4. Incubate 37°C overnight. IMPORTANT! Do not let slides dry out at any

stage.

3.7. Wash Steps

1. Remove coverslips by soaking in 2X SSC for 2 min, then peel off the rubber
cement.

2. Wash in 50% formamide/1X SSC for 20 min at 42°C.
3. Wash in 2X SSC for 20 min at 42°C.

3.8. Probe Detection (see Notes 3, 6, and 7)

3.8.1. Avidin Detection for Biotinylated Probes (FITC)

All detection steps carried out in humidity chambers in the dark and under
parafilm coverslips. Use 100 µL of detection reagent per slide.

1. Rinse in 4X SSC, 0.05% Tween (4X SSC-T) for 3 min.
2. Block slides in 4X SSC-T/0.5% Block (4X SSC-TB) for 10 min at room tempera-

ture under parafilm coverslips (in humidity chamber).
3. First layer detection: Add 100 µL to each slide. FITC-Avidin DCS at 1:200 dilu-

tion in 4X SSC-TB for 45 min at room temperature.
4. Wash in 4X SSC-T for 10 min at room temperature.
5. Second layer detection: Biotinylated anti-avidin D at 1:100 dilution in 4X SSC-

TB for 45 min at room temperature.
6. Wash in 4X SSC-T for 10 min at room temperature.
7. Third layer detection: FITC-avidin DCS at 1:200 dilution in 4X SSC-TB for 45 min

at room temperature.
8. Wash in 4X SSC-T for 20 min at room temperature.
9. Dehydrate and mount slides in Antifade with PI and DAPI (see Note 8).
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3.8.2. Digoxigenin Antibody Detection (FITC)

All detection steps carried out in humidity chambers in the dark and under
parafilm coverslips. Use 100 µL of detection reagent/slide.

1. Rinse in 4X SSC, 0.05% Tween (4X SSC-T) for 3 min.
2. Block slides in 4X SSC-T/0.5% Block (4X SSC-TB) for 10 min at room tempera-

ture under parafilm coverslips (in humidity chamber).
3. First layer detection: Add 100 µL to each slide. Sheep anti-digoxigenin at 1:200

dilution in 4X SSC-TB for 1 h at room temperature.
4. Wash in 4X SSC-T for 10 min at room temperature.
5. Second layer detection: Donkey anti-sheep FITC 1:300 in 4X SSC-TB for 1 h at

room temperature.
6. Wash in 4X SSC-T for 20 min at room temperature.
7. Dehydrate and mount slides in Antifade with PI and DAPI (see Note 8).

3.8.3. Probe Detection Using Avidin and Antibodies for Two Colors
(FITC/Texas Red)

All detection steps carried out in humidity chambers in the dark and under
parafilm coverslips. Use 100 µL of detection reagent/slide.

1. Rinse in 4X SSC, 0.05% Tween (4 X SSC-T) for 3 min.
2. Block slides in 4X SSC-T/ 0.5% Block (4X SSC-TB) for 10 min at room tem-

perature under parafilm coverslips (in humidity chamber).
3. First layer detection: Add 100 µL to each slide. FITC-Avidin DCS at 1:200 dilu-

tion in 4X SSC-TB for 45 min at room temperature.
4. Wash in 4X SSC-T for 10 min at room temperature.
5. Second layer detection: Biotinylated anti-avidin D 1:100 and Sheep anti-

digoxigenin 1:200 in 4X SSC-TB for 1 h at room temperature.
6. Wash in 4X SSC-T for 10 min at room temperature.
7. Third layer detection: FITC-Avidin DCS at 1:200 and Donkey anti-sheep Texas

Red 1:300 in 4X SSC-TB for 1 h at room temperature.
8. Wash in 4X SSC-T for 20 min at room temperature.
9. Dehydrate and mount slides in DAPI only Antifade (see Note 8).

3.8.4. Two Color Antibody Detection

All detection steps carried out in humidity chambers in the dark and under
parafilm coverslips. Use 100 µL of detection reagent/slide.

1. Rinse in 4X SSC, 0.05% Tween (4X SSC-T) for 3 min.
2. Block slides in 4X SSC-T/ 0.5% Block (4X SSC-TB) for 10 min at room tem-

perature under parafilm coverslips (in humidity chamber).
3. First layer detection: Add 100 µL to each slide. Mouse anti-biotin and Sheep

anti-digoxigenin at 1:200 dilution in 4X SSC-TB for 1 h at room temperature.
4. Wash in 4X SSC-T for 10 min at room temperature.
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5. Second layer detection: Goat anti-mouse Texas Red and Donkey anti-sheep FITC
1:300 in 4X SSC-TB for 1 h at room temperature.

6. Wash in 4X SSC-T for 20 min at room temperature.
7. Dehydrate and mount slides in DAPI only Antifade (see Note 8).

Second Antibody step could also be Goat anti-mouse FITC and Donkey anti-
sheep Texas Red 1:300 dilution in 4X SSC-T.

3.9. Probe Labeling
3.9.1. Bionick

1. Incorporation of biotin-16-dUTP by Nick Translation using Biotin-Nick Trans-
lation Mix (Boehringer Mannheim)
DNA X µL (1 µg DNA)
dH20 (16-X µL)
Biotin-nick mix 4 µL
Final volume 20 µL

2. Mix and centrifuge briefly and incubate at 16°C for 1–4 h.
3. Take out 1 µL of mix to check for incorporation by dot-blot analysis (see Subhead-

ing 3.9.3.).
4. Ethanol precipitate probe.

3.9.2. Dig Nick

Incorporation of dig-11-dUTP by nick translation using Dig-Nick Transla-
tion Mix (Boehringer Mannheim). Same procedure as used previously, but use
dig-nick mix instead of Biotin.

3.9.3. Dot Blot

This method checks for biotin and dig incorporation in the labeled up probes.

1. After biotin and dig Nick labeling, and after STOP buffer is added, take out 1 µL
from each tube. Carry out four serial 1 in 10 dilutions for each (1 + 9 µL water).

2. Dot 1 µL of each of the dilution’s onto a nylon membrane in rows (separate mem-
brane for biotin- and dig-labeled probes).

3. Crosslink DNA to membrane with ultraviolet (UV) Stratalinker (autocross link
setting).

4. Wash membrane on rocking table in Buffer A for 5 min, pour out, and add Buffer
B (kept in cold room) and leave on rocking table for 30 min.

5. Meanwhile, make up the antibody conjugates. To one universal tube, add 5 mL
of Buffer B and to another add 5 mL of Buffer C. To the first tube, add 5 µL of
streptavidin alkaline phosphatase (for biotin-labeled probes) and 5 µL of anti-dig
alkaline phosphatase (for dig-labeled probes).

6. To the second universal add 22 µL of NBT + 17 µL of X-phosphate 5-bromo-4-
chloro-3-indolyl-phosphate (BCIP) for both biotin and dig probes. Wrap both
universal tubes in tinfoil to keep out the light.
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7. Add filter to bag and add alkaline phosphate solution, seal bag, and leave filter
wrapped in foil in the dark for 30 min.

8. Take filter out and wash on rocking table in dark for 3 × 5 min with buffer A then
5 min in Buffer C.

9. Add filter to bag and add the developing solution, seal bag, wrap in tinfoil, and
leave in the dark for 2 h to overnight.

10. Wash filter in STOP buffer (in dark) for 5 min, then wrap in cling film.

3.9.5. Probe Precipitation

1. Nick Translate 1 µg DNA (biotin nick, dig nick).
2. Add to the 20 µL Nick translation,

5 µL 3 M NaA, (pH 8.0)
25–100 µL Human cot-1 DNA
1 µL Glycogen
300 µL 100% Ethanol

3. Mix well. Put on dry ice for 30 min, or –20°C overnight.
4. Spin down at 13rpm for 15 min in microfuge. Pour off ethanol carefully.
5. Wash pellet in 100 µL 70% ethanol and centrifuge at 13rpm in a microfuge

for 5 min.
6. Carefully pour off ethanol and dry pellet (air dry or rotary evaporate).
7. Resuspend in 60 µL of 50% formamide hybridization mix (for single-copy

probes).

4. Notes

1. Starting FISH. If your lab has no experience in FISH, the best way to get started
is to visit a lab where the technique is done routinely. This need not take long;
indeed, the basics can be learned in 1 wk. A number of companies that market in
situ reagents and equipment also offer practical training courses in in situ tech-
niques and these can be very worthwhile. You will also find that your local Medi-
cal Genetics/Cytogenetics or Clinical Genetics/Cytogenetics Unit will probably
have all the expertise you need. Such units are usually attached to hospitals and
universities.

2. Equipment. The only thing to recommend here is to buy the best microscope you
can afford. You will not see good results with a poor microscope. Companies are
very helpful and if you tell your local representative what you want to do, they
are likely to be able to build the appropriate package with you. Choose your
microscope and filter system very carefully.

3. Controls. Test all your probes on normal chromosomes prepared from lympho-
cytes. This is essential no matter what your final application is. In addition, for
interphase cytogenetics, use sections from normal tissue. Pay particular attention
to specificity of hybridization. Some probes such as chromosome-specific repeat-
sequence probes can bind to several chromosomes if the hybridization conditions
are not correct. Use commercial probes to test your reagents.
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4. Commercial Probes. There are now many companies that offer a wide range of
probes; a few companies are listed in Subheading 2.3. Commercial probes are
invaluable for testing your reagents and for troubleshooting if things go wrong.

5. Alternate Ways of obtaining Probes. With the vast numbers of FISH papers writ-
ten, you can always ask other researchers for probes (6,14). There are probe
databanks on the WorldWideWeb and some are given in the list of Web sites
shown in Note 10. You can also develop them yourself (13), or with the aid of a
commercial company like Genome Systems Inc. (22,23). This can be expensive,
but are very efficient.

6. Probe Properties. For the quantitative assessment of gene copy number, high-
efficiency probes are required. We find that P1 or cosmid clones containing your
gene of interest work the best. cDNA clones are difficult to work with and virtu-
ally useless for interphase cytogenetics owing to their low sensitivity. If your lab
is inexperienced in FISH, do not be tempted to start FISH with cDNA clones; use
a P1 or cosmid clone. Repetitive sequence probes such as those that recognize the
centromeric sequences of specific chromosomes are the easiest probes to work
with and a great place to start FISH. Some probe properties are shown in Table 1.

7. Probe Detection. There are a number of different protocols for the detection of
hybridized probe and these are summarized in Table 2. The choice of detection
system will be dictated by your choice of probe label, (biotin or dig), and whether
you are carrying out single or double hybridizations. For single hybridizations
with biotin-labeled probes, we favor the avidin-detection protocol (see Subhead-
ing 3.8.1.), and for double hybridizations with biotin- and dig-labeled probes
simultaneously, the avidin/anti-dig protocol (see Subheading 3.8.3.).

8. Choice of fluorochromes. Table 3 lists the properties of a number of fluoro-
chromes. The combination of fluorochromes you use will depend on your spe-
cific application. Remember, you must match the fluorochromes you use with
the capabilities of your microscope. Choose your microscope and filter system
very carefully. There are two common DNA counterstains, DAPI and PI. PI fluo-
resces red and cannot be used in conjunction with red-emitting, signal-generating
systems like Texas Red, but can be used with the green-emitting, signal-generat-
ing system FITC. DAPI is a blue-emitting DNA counterstain and is compatible
with both Texas Red and FITC.

9. Possible Problems. If we assume the probe is perfect, then the critical points in
the procedure are specimen preparation and denaturation of the target DNA (see
Fig. 1). In order for efficient hybridization to occur, the DNA in the target speci-
men must be made accessible (denatured). This is achieved through pepsin diges-
tion, followed by immersion of the target in hot formamide. The critical steps are
therefore length of time in pepsin, length of time in hot formamide, and the tem-
perature of the formamide. Throughout the protocols given, suggestions have
been made on these steps, but some in-house experimentation will probably be
necessary. Over-denaturation can lead to a loss of target DNA and therefore a
drop in signal intensity. Also over denaturation will lead to a loss of chromosome
or tissue morphology, which becomes quite obvious through the microscope.
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Table 1
Probe Properties

Probe Type
Unique sequences Insert Size Target Application Characteristics Sensitivity

P1 clones

Genomic
sequences

Cosmid clones

Genomic
sequences

Lambda

Genomic
sequences

cDNA clones

Repetitive
sequences

Chromosome
Paints

~90 kb

~45 kb

~12 kb

Wide range:
1–4 kb plus

Genes

Satellite DNA

Telomeres

Whole
chromosomes

Mapping

Interphase
cytogenetics

Mapping

Interphase
cytogenetics

Mapping

Interphase
cytogenetics

Mapping

Chromosome
enumeration

Telomere
length

Tranlocations

Chromosome
identification

Usually make
good FISH
probes

Usually make
good FISH
probes

Better to use
P1 or cosmid
clones

Not much use
for interphase
cytogenetics

Easy to use

Very
specialized

Easy to use

High

High

Medium

Low

Very high

Tricky!

High
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Chromosomes will appear fuzzy and faintly counterstained, nuclei will appear
ghost-like, and central areas of DNA may even be removed from nuclei. Under-
denaturation will lead to poor signal strength, with strong counterstaining of well-
defined chromosomes and nuclei. From this point of view, formalin-fixed,
paraffin-embedded tissue is the hardest to work with. Table 4 shows some of the
parameters we have used on a series of breast samples.

10. Useful Web Sites. There are numerous Web sites of interest to those working in
molecular cytogenetics and drug resistance. Listed are a few sites that have infor-
mation on probes or genetic information.
• Online Mendelian Inheritance in Man (OMIM):

http://www3.ncbi.nlm.nih.gov/Omim
• Vysis:

http://www.vysis.com

Table 2
Probe Detection

Hybridization Probe label Immunological detection

Single probe Biotin Avidin
Biotin Antibody: anti-biotin
Digoxigenin Antibody: anti-digoxigenin

Two probes simultaneously Biotin/digoxigenin Avidin/anti-digoxigenin
Biotin/digoxigenin Anti-biotin/anti-digoxigenin

Table 3
Properties of Fluorochromes

Max excitation Max emission
wavelength wavelength Color of

Fluorochrome (nm) (nm) fluorescence

a) Signal Generating Systems
Coumarin AMCA 350 450 Blue
Fluorescein FITC 495 515 Green
Cy3 550 570 Red
Rhodamine 550 575 Red
Rhodamine TRITC 575 600 Red
Texas Red 595 615 Red
Cy5 650 680 Far red
b) DNA Counterstains
Chromomycin A3 430 570 Yellow
DAPI 355 450 Blue
Hoechst 33258 356 465 Blue
Propidium iodide (PI) 340, 530 615 Red
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• Hybaid:
http://www.hybaid.co.uk

• BioMedNet:
http://BioMedNet.com

• Oncor:
http://www.oncor.com/new.htm

• LBNL/UCSF Molecular Cytogenetics:
http://rmc-www.lbl.gov

• The Human Transcript Map:
http://www.ncbi.nlm.nih.gov/SCIENCE96

• Human Genome Mapping Project (HGMP):
http://www.hgmp.mrc.ac.uk

• Cell and Probe Banks:
http://www.wdcm.riken.go.jp/Menu4.html

• Advanced Biotechnologies:
http://www.adbio.co.uk

• Genome Systems Inc.:
http://www.genomesystems.com

• Pedros Biomolecular Research Tools:
http://www.beri.co.jp/Pedro/research_tools.html
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Genetic Analysis of Drug Resistance
by Reverse In Situ Hybridization

W. Nicol Keith

1. Introduction
Drug resistance is a major factor that limits the effectiveness of cancer che-

motherapy, and there is considerable evidence to suggest a genetic basis for
many drug-resistant phenotypes. A major drawback to many of the conven-
tional approaches used to investigate drug-resistance mechanisms is that some
prior information or guesswork on the changes that have occurred is required,
thus necessitating separate reagents to screen each possible change. When ana-
lyzing genetic changes for example, screening is limited to the use of gene or
region specific probes as in Southern blot or microsatellite analysis. Recently,
the molecular cytogenetic techniques of reverse in situ hybridization (REVISH),
and its more advanced relative, comparative genomic hybridization (CGH),
have been developed for the rapid global detection and mapping of genetic
imbalances in tumor genomes (1–7). In REVISH, genomic DNA from the
tumor is used as a complex probe and hybridized to normal metaphase chro-
mosomes (6). Genomic sequences amplified in the tumor are then detected as
an increased intensity of signal at the normal chromosomal position from which
the amplified sequences are derived (1,6,7). For more accurate analysis of both
loss and gain of genetic material, CGH is required; however, CGH involves com-
plex fluorescence-comparison techniques and expert knowledge of chromosome
identification (2). However, both REVISH and CGH are ideal methods to detect
genetic changes associated with the acquisition of drug resistance in tumors (6,8).

In order to use REVISH for this purpose, a number of steps are carried out.

1. An initial reverse in situ hybridization is carried out using genomic DNA
extracted from the test cell lines and compared to normal DNA controls. A visual



226 Keith

analysis of the resultant hybridization allows the key chromosomes with regional
amplifications to be identified by their size and centromere position.

2. Confirmation of chromosomal identification is obtained by co-hybridizing the
test cell line DNA with a whole chromosome paint and visualizing the two probes
with different fluorochromes. We have found this to be an important modifica-
tion to standard REVISH protocols because it allows unambiguous chromosome
identification in laboratories without cytogenetic experience.

3. Precise localization of the amplified sequences is carried out using fractional
length measurements (Flpter) (6,9,10).

4. Using the reference maps for Flpter measurements available through the Internet,
(E.g., Resource for Molecular Cytogenetics at Lawrence Berkeley National Labo-
ratories and the University of California, San Francisco; http://rmc-www.lbl.gov/),
and also noted by Bray-Ward and colleagues (11), identify candidate loci or spe-
cific markers for the region of interest.

5. Detailed genetic analysis of candidate loci are carried out by, for example, FISH.
6. Using the information previously derived, traditional positional cloning strate-

gies can then be applied to the newly identified region of interest.

In conclusion, REVISH is a useful approach to study genetic changes asso-
ciated with drug resistance (6). A major contributing factor to the success of
this approach is ease of integration of the data produced in our laboratory,
with published reference maps and genome databases, thus allowing us to
access both information and potential reagents. The major steps involved in
REVISH are shown in Fig. 1. Because REVISH is a form of an in situ
hybridization technique, all the basic techniques are described in Chapter 20
of this volume.

2. Materials
All the general materials for REVISH can be found in the preceding chapter

on FISH (Subheading 2.1.).

2.1. Chromosome Preparation from Lymphocytes Using BrdU
and Thymidine (see Note 1)

1. Chromosome medium 1A (Gibco/BRL; Gaithersburg, MD).
2. 5 mL whole blood: (Preferably male; see Note 1); collected in heparinized tube.
3. Hanks Balanced Salt Solution (HBSS).
4. Thymidine (Sigma, Chemical Co., St. Louis, MO) stock concentration at 6 mg/

mL, (use at final concentration of 0.35 mg/mL). Dissolve in water, filter, and
keep at –20°C.

5. Bromodeoxyuridine (BrdU) (Sigma), stock of 3 mg/mL, (use at final concentra-
tion of 0.03 mg/mL). Make in water, filter, and store –20°C.

6. Colcemid (Gibco/BRL), 10 ug/mL = 100X stock: 50 mL/tube containing 5 mL
chromosome medium, final conc. 0.1 µg/mL.
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7. Hypotonic solution: 0.075 M Potassium Chloride.
8. Methanol/acetic acid (3:1): Make fresh.

3. Methods
3.1. Chromosome Preparation from Lymphocytes Using BrdU
and Thymidine (see Note 1)

1. Add 200 µL of whole blood to 5 mL chromosome medium.
2. Incubate for 72 h, mixing every day, at 37°C in 5% CO2.
3. Add 294 µL of 6 mg/mL thymidine and incubate at 37°C for 15–17 h in 5% CO2.
4. Wash 3 times in HBSS, centrifuge at 500g for 7 min for each wash.
5. Resuspend in 5 mL of fresh chromosome medium containing 50 µL of 3 mg/mL

BrdU.
6. Incubate for 7–8 h at 37°C in 5% CO2 in the dark.
7. Add 50 µL colcemid/tube and incubate 1–3 h.
8. Spin at 500g for 5 min.

Fig. 1. Overview of REVISH.
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9. Remove supernatant, and resuspend in 10 mL of hypotonic solution.
10. Incubate at 37°C for 10–15 min.
11. Add 2–3 mL of methanol/acetic acid (3:1).
12. Centrifuge at 500g for 5 min.
13. Remove supernatant. Resuspend in 10 mL methanol/acetic acid.
14. Leave at room temperature for 10–15 min.
15. Repeat steps 12–14 at least three times.
16. Finally spin at 500g for 5 min and resuspend in a small volume (3–5 mL) of

methanol/acetic acid, and store at –20°C.

3.2. Extraction of Genomic DNA
There are numerous protocols for the extraction of high molecular weight

genomic DNA. We use commercial kits and have found the QUIAGEN range of
nucleic acid isolation kits to be excellent, (QIAGEN Ltd., Dorking, UK). The
kits are used according to the manufacturers protocols. The quantity and quality
of the extracted DNA are checked both by absorbance measurements and by
running a sample of the genomic DNA on a 0.8% agarose gel (see Note 2).

3.3. Labeling of Genomic DNA for REVISH (see Note 3)
For REVISH, we label 1.5 µg genomic DNA with biotin using the following

protocol. For optimal hybridizations, the size of the biotin-labeled probes
should be in the range of 500 bp–2 kb. Therefore, the nick-translation condi-
tions require optimization prior to using the probes in hybridization experi-
ments. The simplest way to vary the size range is to vary the length of time for
which the DNA is nick-translated. We therefore recommend that the nick-trans-
lation conditions are optimized prior to starting hybridizations.

3.3.1. Incorporation of Biotin-16-dUTP by Nick Translation

1. Using Biotin-Nick Translation Mix (Boehringer Mannheim):
DNA X µL (1.5 µg DNA)
dH2O (16–X µL)
Biotin-nick mix 4 µL
Final volume 20 µL

2. Mix and centrifuge briefly.
3. Incubate at 16°C for 1–4 h (usually approx 1.5 h).
4. If you are optimizing fragment size, proceed to Fragment Size Check (Subhead-

ing 3.3.2.).
5. If you are using probe in a hybridization, proceed to Probe Precipitation (Sub-

heading 3.3.3.).

3.3.2. Fragment Size Check

The size of the biotin and dig-labeled probes should be in the range of 500 bp—
2 Kb To check for this, after adding STOP buffer to the labeled probes, 7 µL of
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DNA loading dye is added to the whole sample and mixed. The probes are then
boiled for 3 min and put on ice for 3 min. Samples are then loaded into a 0.8%
agarose gel and run with a DNA ladder. If the majority of the fragments are
below 500 bp, the labeling time is reduced. If they are above 2 Kb, the labeling
time is increased.

3.3.3. Probe Precipitation

1. Precipitate probe: add to the 20 µL Nick translation: 2 µL of 3 M NaAc, pH 8.0;
150 µL of Human cot1 DNA; and 300 µL of 100% ethanol.

2. Mix well.
3. Leave at –20°C overnight.
4. Spin down at 13rpm for 15 min in microfuge.
5. Pour off ethanol carefully.
6. Wash pellet in 100 µL 70% ethanol at 13K for 5 min.
7. Carefully pour off ethanol and dry pellet (air-dry or rotary-evaporate).
8. Resuspend in 7 µL of 50% formamide hybridization mix.
9. Mix with cut off pipet tip and leave to resuspend for 3 h.

10. Probe is now ready to be denatured.

3.4. Reverse In Situ Hybridization (see Note 3)

3.4.2. Preparation of Chromosome Spreads

1. Drop a volume of chromosome preparation on to a slide from a height and mark
an area of spreads on the slide using a diamond pen.

2. Fix for 1 h in methanol/acetic acid (3:1) at room temperature.
3. Air-dry.
4. Incubate for 1 h in 100 µg/mL RNase in 2X SSC at 37°C. Make from frozen

RNase stock.
5. Rinse 2X SSC.
6. Digest in pepsin, (0.01% in 10 mM HCl) solution for 10 min at 37°C. Make from

frozen pepsin stock.
7. Rinse in water.
8. Fix for 10 min in Streck Tissue Fixative (STF) at room temperature. Alterna-

tively, use 1% formaldehyde (add 4 mL of 37% formaldehyde to 146 mL phos-
phate-buffered solution (PBS), 50 mM MgCl2).

9. Dehydrate 2 × 2 min 70% ethanol, 2 × 2 min 100% ethanol, and leave to air-dry.

3.4.2. Probe Denaturation: Double Hybridization of Genomic DNA
and a Chromosome Paint

At this stage in the procedure you should have the following conditions:

1. Chromosomes are ready but not denatured;
2. Genomic DNA test probe is labeled with biotin, but not denatured; and
3. Commercial digoxigenin labeled chromosome paint is ready, but not denatured.
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You are now ready to denature both the chromosome paint and your test
genomic DNA sample. Both the paint and genomic probe require an incuba-
tion at 37°C to allow for suppression of repetitive sequences in the probe by
cot1 DNA in the hybridization mix. The exact conditions for the chromosome
paint denaturation and preannealing will vary with the commercial source of
the paint. You will therefore want to plan the next stage to ensure that both the
probes complete the preannealing step at the same time. Refer to Fig. 1 for an
overview of timing.

3.4.2.1. DENATURE GENOMIC DNA PROBE

Probe is at a concentration of 1.5 µg/7 µL. This is required for each slide. Heat
probe to 80°C 10 min. Place probe at 37°C for 90 min. to allow for suppression
of repetitive sequences in the probe by Cot1 DNA in hybridization mix.

3.4.2.2. DENATURE CHROMOSOME PAINT ACCORDING TO MANUFACTURERS INSTRUCTIONS

For Oncor biotin labeled chromosome paints:

1. Use 7 µL of paint/slide and aliquot into microfuge tube.
2. Leave at room temperature for 5 min.
3. Denature at 70°C for 10 min.
4. Spin down and incubate at 37°C for 90 min to allow for suppression of repetitive

sequences in the probe by cot1 DNA in hybridization mix.

3.4.3. Denature Target Chromosomes
During the preannealing time for the probes as previously described, the

chromosomes are denatured.

1. Warm 70% formamide (35 mL formamide, 15 mL 2X SSC) to temperature required.
2. Immerse the slide with chromosomes in 70% formamide for time required at

75°C for 5 min. Carry out in fume hood and use plastic coplin jars.
3. Rinse in large volume (500 mL) 70% EtOH.
4. Dehydrate in 70% EtOH for 2 min and 100% EtOH for 2 min.
5. Air-dry.

3.4.4. Hybridization
1. Mix preannealed probe and chromosome paint and add to slide.
2. Cover with a 22 × 22 coverslip and seal edges with rubber cement.
3. Hybridize for 2 d at 37°C in the dark in a humidified chamber. IMPORTANT!

Do not let slides dry out at any stage.

3.4.5. Wash Steps
1. Remove coverslips by soaking in 2X SSC for 2 min, then peel off rubber cement.
2. Wash in 50% formamide/1X SSC for 20 min at 42°C.
3. Wash in 2X SSC for 20 min at 42°C.
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3.4.6. Probe Detection Using Avidin and Antibodies for Two Colors
(Fitc/Texas Red)

All detection steps carried out in humidity chambers in the dark and under
parafilm coverslips. Use 100 µL of detection reagent/slide.

1. Rinse in 4X SSC, 0.05% Tween (4X SSC-T) for 3 min.
2. Block slides in 4X SSC-T/0.5% block (4X SSC-TB) for 10 min at room tempera-

ture under parafilm coverslips (in humidity chamber).
3. First layer detection: Add 100 µL to each slide of FITC-avidin DCS at 1:200

dilution in 4X SSC-TB for 45 min at room temperature.
4. Wash in 4X SSC-T for 10 min at room temperature.
5. Second layer detection: Biotinylated anti-avidin DCS 1:100 and Sheep anti-

digoxigenin 1:200 in 4X SSC-TB for 1 h at room temperature.
6. Wash in 4X SSC-T for 10 min at room temperature.
7. Third layer detection: FITC-Avidin DCS at 1:200 and donkey anti-sheep Texas

Red 1:300 in 4X SSC-TB for 1 h at room temperature.
8. Wash in 4X SSC-T for 20 min at room temperature.
9. Dehydrate and mount slides in DAPI only Antifade.

3.5. Analysis of Hybridization Sites (see Note 3)

A visual inspection of reverse in situ hybridizations reveals intensity changes
associated with copy number alterations to sequences within the test genomic
DNA (6). Once the chromosomal identity has been determined by co-hybrid-
ization with chromosome paints, then hybridization signal can be character-
ized in more detail, if your lab is equipped with an image capture system (6). A
rather appealing and robust approach to mapping the FISH signals on the nor-
mal chromosomes is to define the map position of the hybridization signal as
the fractional length along the chromosome in relation to the short-arm telom-
ere (see Fig. 2), this is called the FLpter (6–10). FLpter measurements are
carried out on digitized images using IPLab Spectrum software (Scanalytics,
Fairfax, VA) (Internet address: http://www.iplab.com/sac/software.html). Pub-
lished Flpter maps are available from the Resource for Molecular Cytogenetics
at Lawrence Berkeley National Laboratories and the University of California,
San Francisco (Internet address: http://rmc-www.lbl.gov/) and also from Bray-
Ward and colleagues (11). Thus, it is quite simple to integrate your own map-
ping data into reference maps. This will open up the necessary reagents required
to further characterize the amplicons.

4. Notes
1. Quality of chromosome preparation: The quality of the chromosome spreads are

very important for REVISH. You may need to make several batches and test
them to drop. In order to gain maximum information from the hybridizations, the
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chromosomes spreads need to have well-separated chromosomes and nonover-
lapping chromosomes. Check the spreads on a low-power light microscope before
the hybridization. It is easy to drop and prepare more chromosome spreads, in
comparison to re-doing a whole REVISH merely because the chromosome prepa-
rations were poor. It is also a very good idea to get a male donor for the chromo-
somes, because then you obtain an X and a Y chromosome to study.

2. Extraction of Genomic DNA: We find it is very important to check the DNA on
a gel, because what you see is what you get, and absorbance readings can be
wrong. This is particularly important if you get a DNA sample from a source
outside your own lab. Run a sample with a known amount of molecular-weight
markers and this will give a rough guide to its concentration. In addition, good-
quality, high-molecular weight genomic DNA will not travel very far into the gel
and will run as a fairly tight ‘blob.’ Degraded genomic DNA will appear as a
smear running down the gel.

3. Labeling genomic DNA: Labeling of genomic DNA for REVISH requires approx
1.5 µg of DNA/slide which is different from FISH (see Chapter 19). We strongly
advise that the labeling reactions are optimized for fragment size and that the
probe is tested for incorporation of the hapten. Each time a test genomic DNA is
labeled and a REVISH is carried out, it is vital that a normal genomic DNA
control is also used. A normal DNA can be made from white blood cells. The
labeled normal DNA control reverse paints the chromosomes in an even fashion,
with the expected exception of blocking of repetitive sequences (owing to inclu-
sion of cot-1 DNA), at for example centromeric sequences. Any deviation from
this pattern suggests that the experiment has not worked. If uneven hybridization
patterns on normal chromosomes with labeled normal genomic DNA are pro-
duced, then the most likely problem is failure to compete out repetitive sequences

Fig. 2. Fractional length measurements, Flpter.
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with cot-1 DNA during the preannealling stage. To rectify this, increase the
amount of cot-1 DNA and the time for preannealling. If hybridizations are very
grainy in appearance, make sure the fragment size of the labeled probe is in the
correct range.
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